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1 ObjectiveIn many engineering ow situations particulate two{phase ows play an impor-tant role. The motion of particles or droplets in a turbulent ow has been studiedtheoretically, numerically and experimentally for more than 40 years. In the lastdecade the modelling of two{phase ows has been performed in several di�er-ent ways. The continuous phase is usually predicted from an Eulerian approachand the behaviour of discrete particles is predicted from either an Eulerian or aLagrangian approach. The performances of each approach have been studied indetail in the literature by e.g. Durst et al. [3] and Crowe [2].The objective of this work was to develop, test and validate a numerical algo-rithm for the prediction of particulate two{phase ows in particular for owregimes in gas cleaning and spray drying facilities. An Eulerian/Lagrangianstochastic{deterministic (LSD{)model was incorporated in the FAN{2D (FlowAnalysis, Numericaly) code developed by M. Peri�c and �Z. Lilek [10]. The La-grangian particle trajectory solver was specially adapted to the non{orthogonal,boundary{�tted arbitrary numerical grids used by the Navier{Stokes solver andto the full multigrid solution scheme implemented in FAN{2D. Phase interactionwas taken into account using the PSI{cell model developed by C.T. Crowe [1].The main objective of this activity in the GP MIMD Project was the investiga-tion of various parallelization methods for the Eulerian/Lagrangian approach forthe prediction of disperse multiphase ows. For the parallelization of the Navier{Stokes solver the method of grid partitioning developed by M. Peri�c [9] was used.Grid partitioning methods were investigated in the past by many authors andso this parallelization algorithm was applied without greater changes. For theparallelization of the 2{dimensional Lagrangian trajectory solver 3 di�erent par-allelization methods were investigated. The main problem in the parallelizationof the Lagrangian approach for disperse multiphase ows is the dependence ofow data of the particulate phase on the ow �eld data of the continuous phase.This can lead to a great amount of node communication during the calculationof particle trajectories, source terms due to phase interaction and mean charac-teristics of the disperse phase. The 3 di�erent parallelization algorithms wereevaluated and compared to each other. The parallelization was based on EX-PRESS and PVM message passing libraries. As hardware platforms we used aFDDI{linked workstation cluster of 3 HP 735 with a minimum node memory of80 Megabyte and (from M13 to M15) the Parsytec Power{GC with up to 128processors and an amount of 32 Megabyte node memory.



2 Approach2.1 Fundamental equations of uid motionThe turbulent two{phase ow under consideration is described by assuming thatthe particulate phase is dilute, but the particle loading is appreciable. Inter{particle e�ects are neglected, but the e�ects of the particles on the gas ow aretaken into account. The two{phase ow is statistically stationary, incompressibleand isothermal. The gas phase has constant physical properties and is Newtonian.Under these assumptions the time{averaged form of the governing gas{phaseequations can be cast into the following form of the general transport equation :@@x(�F uF �) + 1r @@r (r �F vF�) = @@x  � @�@x!+ 1r @@r  r � @�@r !+ S� + SP� (1)where � stands for uF , vF , k and ". The terms S� and � represent the"source" and the e�ective di�usion coe�cient, respectively, and SP� representsthe coupling through the particle{uid interaction. This last term is calculatedby solving the Lagrangian equation of particle motion. The continuity equationis obtained by setting � = 1, � = 0.For modelling of uid turbulence the standard k{" turbulence model togetherwith isotropic eddy viscosity and standard model constants are used :�t = C� �F k2" ; �t� = �t��Sk = Pk � �F "S" = C"1 "k Pk � C"2 �F "2k (2)C� = 0:09 ; C"1 = 1:44 ; C"2 = 1:92�k = 1:0 ; �" = 1:33where Pk is the rate of production of turbulence. The inuence of particlemotion on uid turbulence characteristics was neglected (SPk = SP" = 0).2.2 Particle momentum source termIn the PSI-cell model [1, 2], the force excerted on a uid control volume by asingle particle is calculated from the residence time of a particle in the control



(i,j)

(i,j-1)

(i-1,j)

(i-1,j-1)

particle trajectories

P
in

P
out

control volume (i,j)

Figure 1: The PSI-cell model. Calculation of particle momentum source terms.volume and the change in particle momentum in that time. In order to calculatethe particle momentum source terms SPuF and SPvF in the momentum equationsthe points of intersection of the particle trajectory with the faces of the controlvolume have to be calculated and the particle and uid properties have to beinterpolated in this points (Fig. 1). The particle momentum source term is thenas follows : SPuFi =X _NP �F AP2 Z touttin CD vrel (uFi � uPi) dt (3)where the summation is taken over all the representative particles crossingthe control volume. Because the number of test particles used for simulation islimited and di�erent from that of particles which would actually cross the controlvolume, _NP characterises the particle ow rate for a calculated representativeparticle trajectory.2.3 Solution procedure for the continuous phaseThe above equations of uid motion were solved with the FAN{2D programpackage developed by Peri�c and Lilek [10]. The code is designed for prediction oftwo-dimensional (plane or axisymmetric), laminar or turbulent, incompressibleows of Newtonian uid in domains of arbitrary geometry. The numerical solutionmethod employed in the code is based on the �nite volume discretization of thegoverning equations. Characteristics of the method are : use of non{orthogonal,boundary �tted arbitrary numerical grids; colocated arrangement of variableson numerical grids; use of Cartesian vector and tensor components; segregated



solution approach of SIMPLE kind [7]; full multigrid solving methodology usinglocal bisectional grid re�nement strategy [8].The original computer code was extended by introduction of the particle mo-mentum source terms in the momentum equations of uid motion. E�ciencyof the solution method was ensured by employing an optimized underrelaxationpractice concerning not only the uid variables but also the additional sourceterms.2.4 Equations of motion of the dispersed phaseThe disperse phase was treated by the Lagrangian approach where a large num-ber of particles were followed in time along their trajectories through the owdomain. Each particle trajectory is assoziated with a particle ow rate _NP andso represents a number of real particles with the same physical properties. Thisrepresentation is used in order to allow the consideration of the particle size dis-tribution and to simulate the appropriate particle mass ow rate at the injectionlocations. The particle trajectories were determined by solving the ordinary dif-ferential equations for the particle location and velocity components. For theformulation of the particles equation of motion it was assumed that forces due toparticle rotation, the pressure gradient in the ow, the added mass force and theBasset history force are negligible since a large density ratio �P =�F is considered.The equations of particle motion than can be written as follows :d xPdt = uP ; d yPdt = vPddt " uPvP # = 34 � �F�P d2P ReP CD(ReP ) " uF � uPvF � vP #+ �P � �F�P " �g0 # (4)with : ReP = dP vrel� (5)vrel = q(uF � uP )2 + (vF � vP )2 (6)where dP { particle diameter; uP , vP { particle velocity components in Carte-sian coordinate system (x; y); CD { coe�cient of drag; g { gravity acceleration;� { uid kinematic viscosity; � { density of the uid (F) and the particles (P)respectivly. The drag coe�cient CD is calculated as a function of ReP using thecorrelations obtained by Morsi and Alexander [6].



The boundary conditions for the particle tracking procedure are speci�ed asfollows. Trajectories are calculated until the particle leaves the ow domainthrough a inlet or outlet cross section. Particles leaving the computational do-main at the symmetry line (y = 0) are replaced by particles entering the domainwith opposit radial velocity. For the particle{wall interaction reection with arestitution coe�cient k and a coe�cient of kinetic friction f is assumed.2.5 Solution procedure for the coupled system of equa-tionsThe equations of motion of the dispersed phase were solved using a standardRunge{Kutta solution scheme of 4th order accuracy with automatic time stepcorrection. In order to ensure su�cient resolution of the inuence of uid owturbulence on the particle motion the time step �t was limited to a maximum of1=10 the Lagrangian time scale TL of the generated eddy.The numerical procedure to obtain a converged solution for both phases isthan as follows :1. A converged solution of the gas ow �eld was calculated without sourceterms of the dispersed phase.2. A large number of particles were traced through the ow �eld, and thevalues of the source terms were calculated for all control volumes of thenumerical grid.3. The ow �eld was recalculated by considering the source terms of the dis-persed phase, where appropriate underrelaxation factors were considered.4. Repetition of steps 2 and 3 until convergence was reached.2.6 Parallelization of the Lagrangian particle trajectorysolverFirst e�orts on parallization of the Lagrangian solver were based on a FDDI{linked workstation cluster of 3 HP 735 with 80 Megabyte of node memory runningunder EXPRESS and PVM message passing libraries.Method 1 :We introduced a host{node or divide{and{conquer parallelization scheme wherethe host generates the starting locations of the dispersed particles within the owdomain, checks their location on the numerical grid and distributes them to thenodes for trajectory and source term calculation. The nodes are calculating tra-jectories, the corresponding contributions to the overall source terms and mean
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blocks 1...NFigure 2: Parallelization method 1 for the Lagrangian solver.values of particle phase characteristics (e.g. volume concentration, mean particlevelocity and mean particle diameter). After particle trajectory calculations thehost is summing up the contributions to the source terms over all nodes andover all grid elements and submits this values to the Navier{Stokes solver forrecalculation of the modi�ed uid ow. Because of the large amount of nodememory on the workstation cluster it was possible to store the whole �elds ofuid characteristics in each node. Therefor we have only a small amount of nodecommunication due to the distribution of initial values and collection of sourceterms and mean values of the particulate phase. Load balancing is automati-cally established due to the large number of calculated particle trajectories incomparison to the number of processor nodes.Method 2 :For the implementation of the Lagrangian solver on a dedicated MIMD machinelike the Parsytec Power{GC it was necessary to let the Lagrangian solver op-erate on a distributed set of uid ow data because the node memory on suchmachines is rather limited and does not allow the storage of the whole �eldsof uid characteristics in each processor node. In the second method we usethe same assignment of processor nodes to the blocks of the numerical grid as
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block NFigure 4: Parallelization method 3 for the Lagrangian solver.Method 3 :The third investigated parallelization method again uses the same distribution ofuid ow data over the nodes of the parallel machine as in the grid partitioningmethod of the Navier{Stokes solver. But in contrast to the second method aprocessor node calculates a particle trajectory from its entry point to the owdomain to its �nal exit location at an outlet cross section. While the particle ismoving in the processors "own" grid block uid ow data needed for the particletrajectory calculation can be taken from the processors node memory. If thetrajectory leaves this grid block, uid ow data have to be made available bynode communication. In order to disturbe the work of the other processors asless as possible a feature of the EXPRESS library is used called message inducedprocedure calls or interrupt messages (EXHANDLE). Using this functionality ofthe EXPRESS library it is possible to implement an e�cient handling of uidow data which are stored in the node memory of other processor nodes. Sendinga message with a special message tag and the coordinates of the needed uid ow



data to the processor with the appropriate grid block number starts at thatprocessor a message induced procedure with the same adress space like the mainroutine on that processor. This procedure can read the needed uid ow datafrom the local node memory and sends them back to the calling processor. Thisalgorithm can be enhanced by various caching and look{forward algorithms forthe transfered uid ow data. A similiar algorithm can be used for the calculationand distributed storage of the global source terms due to phase interaction andfor the mean characteristics of the disperse phase.This method requires a larger amount of node communication than the �rsttwo methods, but it was found to work very e�cient. It operates with distributeduid ow data and therefor needs the same amount of node memory as thegrid partitioning algorithm of the Navier{Stokes solver. And this method hasautomaticaly a good load balancing due to the large number of calculated particletrajectories.3 ResultsMost of the implementation e�ort and most investigations and performance eval-uations for the 3 described parallelization methods were performed on the HP735 workstation cluster. Only after January 1995 the Parsytec Power{GC withPower{PVM for PARIX 1.2{PPC (a subset of PVM 3.2 which excludes supportfor heterogeneous platforms) became available for program implementation andtesting. Therefor not all of the program development could be transfered to thededicated parallel machine in the project period.3.1 Results and applicationDuring the project period the three described parallelization methods for theLagrangian particle trajectory solver were implemented on the basis of the EX-PRESS message passing library. In the last months of the project period method1 was implemented on the Parsytec Power{GC using PVM | the only availabelhigh{level communication standard on this machine at the present time. Thislatest version of the program was also the basis for �rst performance and scalabil-ity evaluations. All versions of the program were used for calculations of severaltest cases of gas{particle and gas{droplet ows in ow con�gurations which arerelevant for technical applications.The comparison of the 3 methods has shown minor di�erences between meth-ods 1 and 3. The increase in node communication in method 3 due to distributedstorage of uid ow characteristics has led only to a slight increase in executiontime and a slight decrease of the parallel e�ciency (for 4 to 16 node processes)in comparison with method 1. As allready mentioned in the previous sectionmethod 2 shows a strong dependence of its e�ciency on the ow regime of the
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2.53.03.5Speed{up � � � �....................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................Figure 5: Execution time and speed{up for execution on a HP{workstation clus-ter.investigated multiphase ow. Separation and inhomogeneous volume concentra-tion of the dispersed phase leads to a decrease in parallel e�ciency due to loadbalancing problems.3.2 Evaluation of the performanceFor the evaluation of the performance of the algorithm the time of one itera-tion cycle of the Lagrangian solver was measured using the TIME utillity of theunderlaying UNIX operation system (HP{UX, PARIX). Therefor the measuredexecution time includes the start{up and stopping period of the message passingsystem and all I/O{processes which are necessary for the submission of the pre{calculated uid ow data to the processor nodes of the (virtual) parallel machine.Experiments have shown that often in scalability experiments over a wide range ofnode numbers (from 8 to 128) either the computational task is to big to computeit on the smallest number of processor nodes in a reasonable time or the ratio ofstart{up and I/O{process time to the real calculation time is unfavourable if thetask was executed on the largest number of processor nodes possible.Three di�erent scalability and e�ciency experiments are shown in the follow-ing �gures (Fig. 5...7).� In the �rst case the Lagrangian solver with method 1 and for a constantnumber of particle trajectories (5000) was executed on the network of 3



8 16 32 64 128Number of processors05101520
25303540Executiontime[min]

� � � � �
.............................................................................................................................................................................................................................................................................................................................................................................................................................................................. 8 16 32 64 128Number of processors0123

456Speed{up � � � � �
...............................................................................................................................................................................................................................................................................................................................................

.............................................................................................................................
8 16 32 64 128Number of processors0.00.10.20.30.40.50.6

0.70.80.91.0ParallelEfficiency
� � � � �
................................................................................................................................................................................................................................................................................................................................................................................................

Figure 6: Performance results for execution on the Parsytec Power{GC 128 (5.000particle trajectories in a test geometry).HP 735 (HP{UX 9.05, EXPRESS 3.2) with a variable number of nodeprograms. Fig. 5 shows the decrease in execution time and the nearly idealspeed{up of 2.95 for 3 node programs on 3 real processor nodes. For theincreased number of node programs up to 15 on the same number of 3 realprocessors the diagrams show only a very slight increase in execution timewhat stands for a small increase in node communication with increasingnumber of processes (node programs).� In the second case the Lagrangian solver was executed for the calculationof 5000 particle trajectories on the Parsytec Power{GC (PARIX, Power{PVM) using from 8 to 128 processor nodes of the parallel machine. Fig. 6shows good speedup results for up to 32 processors and acceptable speed{up for 64 processors. Further increase in processor number gives no furtherspeed{up of the program. For 128 processors most of the measured execu-tion time was used for system start{up time and process I/O. Also it seemsthat the Parsytec Power{GC has a bottleneck for node communication be-tween the upper and the lower 64 processor partition which contributes tothe worse results for the execution of the program on 128 processors. Thishas to be further investigated in the future.� In order to reduce the inuence of start{up time and process I/O on theperformance measurements a third experiment with the calculation of 20000
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Figure 7: Performance results for execution on the Parsytec Power{GC 128(20.000 particle trajectories in a test geometry).particle trajectories on the same test geometry was carried out. This exper-iment (Fig. 7) shows improved speed{up and parallel e�ciency especiallyfor execution on 64 and 128 processor nodes.4 Further investigationsThe main objective of further investigations and development will be the imple-mentation of the third parallelization method for the Lagrangian approach on adedicated parallel machine. This implementation can be based either on a sub-set of the EXPRESS communication library running on the PARIX operationsystem or on a adequate implementation of the algorithm under Power{PVMusing multiple threads per processor node. After optimization of the node com-munication (asynchronous communication, cache sizes,...) we expect comparabelperformance and speed{up results.References[1] Crowe C.T., Sharma M.P., Stock D.E., 1977, "The Particle{Source{In Cell(PSI{Cell) Model for Gas{Droplet Flows", Trans. of ASME, J. Fluids Eng.,Vol. 99, pp. 325{332.
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