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Abstra
tThis paper deals with the presentation and 
omparison of two di�erent parallelization methods forthe Lagrangian (PSI{Cell) approa
h, a frequently used method for the numeri
al predi
tion of dispersemultiphase 
ows, e.g. dilute gas{parti
le and gas{droplet 
ows. Both presented algorithms are based onthe Domain De
omposition method applied to a blo
kstru
tured numeri
al grid, as it is widely used for theparallel 
omputation of 
uid 
ows. The �rst algorithm applies the same stati
 assignment of grid partitionsto the pro
essors of the parallel ma
hine (PM) also to the Lagrangian parti
le traje
tory 
al
ulation (SDD{ Stati
 Domain De
omposition). All parti
le traje
tories that 
ross a 
ertain grid partition are 
al
ulatedby the pro
essor this partition is stati
ly assigned to. As our results show, the parallel eÆ
ien
y of su
ha parallelization method 
an be dramati
ally deteriorated by e.g. non{homogeneous parti
le 
on
entrationdistribution in the 
ow.In the se
ond parallelization method | the so{
alled Dynami
 Domain De
omposition (DDD) | adynami
 assignment of grid and 
uid 
ow information to PM pro
essor nodes is used. A better loadbalan
ing between the pro
essors of the PM 
an be established, leading to 
onsiderably in
reased paralleleÆ
ien
y and a higher degree of 
exibility in the appli
ation of the 
omputational method to di�erent 
ow
onditions.Results of performan
e evaluations are provided for two di�erent typi
al test 
ases and for MIMD 
om-puter ar
hite
tures of a AMD/Athlon based Linux workstation 
luster and the Cray T3E as well.1 MotivationOver the last de
ade the Eulerian{Lagrangian (PSI{Cell) simulation has be
ome an eÆ
ient and widely usedmethod for the 
al
ulation of various kinds of 2{ and 3{dimensional disperse multiphase 
ows (e.g. gas{parti
le
ows, gas{droplet 
ows) with a large variety of 
omputational very intensive appli
ations in me
hani
al andenvironmental engineering, pro
ess te
hnology, power engineering (e.g. 
oal 
ombustion) and in the design ofinternal 
ombustion engines (e.g. fuel inje
tion and 
ombustion). Considering the �eld of 
omputational 
uiddynami
s, the Eulerian{Lagrangian simulation of 
oupled multiphase 
ows with strong intera
tion between the
ontinuous 
uid phase and the disperse parti
le phase ranks among the appli
ations with the highest demandon 
omputational power and system re
our
es. Massively parallel 
omputers provide the 
apability for 
ost{e�e
tive 
al
ulations of multiphase 
ows. In order to use the ar
hite
ture of parallel 
omputers eÆ
iently, newsolution algorithms have to be developed. DiÆ
ulties arise from the 
omplex data dependen
e between the 
uid
ow 
al
ulation and the predi
tion of parti
le motion, and from the generally non{homogeneous distribution ofparti
le 
on
entration in the 
ow �eld. Dire
t linkage between lo
al parti
le 
on
entration in the 
ow and thenumeri
al work load distribution over the 
al
ulational domain often leads to very poor performan
e of parallelLagrangian solvers operating with a Stati
 Domain De
omposition method. Good work load balan
ing and highparallel eÆ
ien
y for the Lagrangian approa
h 
an be established with the Dynami
 Domain De
ompositionmethod presented in this paper.
1



2 Physi
al and Mathemati
al Fundamentals2.1 Basi
 Equations of Fluid MotionThe 
uid phase 
onsidered here is assumed to be Newtonian and to have 
onstant physi
al properties. The
uid 
ow is 3{dimensional, steady, in
ompressible, turbulent and isothermal. Fluid turbulen
e is modelledusing the standard k{" model and negle
ting the in
uen
e of parti
le motion on 
uid turbulen
e. Under theseassumptions the time{averaged equations des
ribing the motion of the 
uid phase are given by the followingform of the general transport equation:��x (�F uF �)+ ��y (�F vF�)+ ��z (�F wF�) = ��x ��� ���x�+ ��y ��� ���y �+ ��z ��� ���z �+S�+SP� (1)Here � is a general variable, �� a di�usion 
oeÆ
ient, S� a general sour
e term and SP� symbolizes the sour
eterm due to momentum ex
hange between the 
uid and the parti
le phase. The variables uF , vF and wFrepresent the 
uid velo
ity 
omponents, k is the turbulent kineti
 energy and " is the rate of dissipation of k. Adetailed des
ription of all terms and their 
orrelations is shown in Table 1. In this table �F is the 
uid densityand � is the laminar vis
osity.� S� SP� ��1 0 0 0uF ��x ��� �uF�x �+ ��y ��� �vF�x �+ ��z ��� �wF�x �� �p�x + �Ffx SPuF �effvF ��x ��� �uF�y �+ ��y ��� �vF�y �+ ��z ��� �wF�y �� �p�y + �Ffy SPvF �effwF ��x ��� �uF�z �+ ��y ��� �vF�z �+ ��z ��� �wF�z �� �p�z + �Ffz SPwF �effk Pk � �F " 0 �+ �t�k" "k (
"1 Pk � 
"2 �F ") 0 �t�"Pk = �t�2 � ���uF�x �2 + ��vF�y �2 + ��wF�z �2�+��uF�y + �vF�x �2 + ��uF�z + �wF�x �2 + ��wF�y + �vF�z �2��eff = �+ �t ; �t = �F 
� k2"
� = 0:09 ; 
"1 = 1:44 ; 
"2 = 1:92 ; �k = 1:0 ; �" = 1:3Table 1: Sour
e terms and di�usion 
oeÆ
ients for di�erent variables �2.2 Equations of Motion of the Disperse PhaseThe disperse phase is treated by the appli
ation of the Lagrangian (PSI{Cell) approa
h, i.e. dis
rete parti
letraje
tories are 
al
ulated. Ea
h 
al
ulated parti
le represents a large number of physi
al parti
les of the samephysi
al properties. This is a
hieved by a parti
le number 
ow rate _NP pres
ribed to ea
h 
al
ulated traje
tory.The predi
tion of the parti
le traje
tories is 
arried out by solving the ordinary di�erential equations for theparti
le lo
ation and velo
ities. Assuming that the ratio of 
uid density to parti
le density is small (�F=�P � 1)these equations read :ddt 24 xPyPzP 35 = 24 uPvPwP 35 ; (2)2



ddt 24 uPvPwP 35 = 34 �F(�P + 12�F ) dP 0�vrelCD(ReP )24 uF � uPvF � vPwF � wP 35+ vrel!rel CM (�)24 (vF � vP )(!z �
z)� (wF � wP )(!y �
y)(wF � wP )(!x �
x)� (uF � uP )(!z �
z)(uF � uP )(!y �
y)� (vF � vP )(!x �
x) 35+ 2�1=2F�j~
j1=2 CA 24 (vF � vP )
z � (wF � wP )
y(wF � wP )
x � (uF � uP )
z(uF � uP )
y � (vF � vP )
x 351A+ �P � �F�P + 12�F 24 gxgygz 35 (3)with: ~
 = rot ~vF ; ReP = dP vrel�F ; Re! = 14 dP 2!rel�F ; � = 12 dP !relvrel ;vrel =q(uF�uP )2 + (vF�vP )2 + (wF�wP )2 ; !rel =q(!x�
x)2 + (!y�
y)2 + (!z�
z)2 :where the rotation of the parti
le 
an be 
al
ulated from the following equation :ddt 24 !x!y!z 35 = � 1516� �F�P !rel �m(Re!)24 !x �
x!y �
y!z �
z 35 : (4)In these equations the subs
ript P indi
ates Parti
le and the subs
ript F indi
ates Fluid. � is the 
uid kinemati
vis
osity, dP the pati
le diameter and !rel the absolute value of the relative rotational velo
ity between 
uidand parti
le. The terms on the right hand side of Eq. (3) represent the drag for
e exerted on the parti
le bythe 
uid, the lift for
e due to parti
le rotation (Magnus for
e), the lift for
e due to 
uid velo
ity shear (Sa�manfor
e), the gravitational and added mass for
es respe
tively. The values for the 
oeÆ
ients CD, CA, CM and�m 
an be found in [3, 8℄. The e�e
t of 
uid turbulen
e on the motion of the disperse phase is modelled bythe Lagrangian Sto
hasti
{Deterministi
 (LSD) turbulen
e model. The parti
le's in
uen
e on the 
uid phaseis modelled by the PSI{Cell (Parti
le-Sour
e-In-
ell) method proposed by C.T. Crowe [2℄. A more detaileddes
ription of all parti
ular models involved in the Lagrangian parti
le traje
tory 
al
ulation 
an be found in[5, 7, 8, 2℄.2.3 Solution AlgorithmFor the numeri
al solution of the equations des
ribed in the above se
tions the physi
al spa
e has to be dis-
retized. Therefore a boundary{�tted, non{orthogonal numeri
al grid is used. The grid is blo
kstru
tured and
onsists of hexahedral 
ells. The equations of 
uid motion (1) are numeri
ally solved on the basis of a 
olo
ated,�nite volume dis
retization. A pressure 
orre
tion te
hnique of SIMPLE kind (Semi{Impli
ite Pressure LinkedEquations) with 
onvergen
e a

eleration by a full multigrid method is applied (see [1℄). When a 
onvergedsolution for the 
uid 
ow �eld has been 
al
ulated, the predi
tion of the parti
le motion is 
arried out. ThereforeEq.'s (3) and (4) are solved by using a standard 4th order Runge{Kutta s
heme. In 
ase of two-way-
oupledmultiphase 
ow systems the sour
e terms SP� a

ording to the PSI{Cell method are predi
ted simultaneouslyduring traje
tory 
al
ulation. After all parti
le traje
tories are 
al
ulated the sour
e terms are in
luded inthe 
uid momentum equations and a new 
onverged solution for the 
uid 
ow �eld is 
omputed. In the 
aseof negle
table phase intera
tion (so 
alled one-way-
oupling) a single iteration step is suÆ
ient to obtain thesolution for the 
uid and parti
le motion.The iterative algorithm for the numeri
al simulation of the 
oupled two{phase 
ow is summarized as follows:1. 
al
ulation of a 
onverged solution for the 
uid 
ow �eld without taking the sour
e terms of the dispersephase SP� into a

ount2. tra
ing a large number of parti
les through the 
ow �eld and 
omputing the sour
e terms SP� simultane-ously3. re
al
ulation of the 
uid 
ow �eld 
onsidering the sour
e terms SP� of the disperse phase4. repeating Steps 2 and 3 until the solution of the 
oupled equations has 
onverged.3



3 The Parallelization Methods3.1 The Parallel Algorithm for Fluid Flow Cal
ulationThe parallelization of the solution algorithm for the set of 
ontinuity, Navier{Stokes and turbulen
e modelequations is 
arried out by parallelization in spa
e, that means by appli
ation of the domain de
ompositionor grid partitioning method. Using the blo
k stru
ture of the numeri
al grid the 
ow domain is partitionedin a number of subdomains (Fig. 1). Usually the number of grid blo
ks ex
eeds the number of pro
essors, sothat ea
h pro
essor of the PM has to handle a few blo
ks. If the number of grid blo
ks resulting from gridgeneration is too small for the designated PM or if this grid stru
ture leads to larger imbalan
es in the PM dueto large di�eren
es in the number of 
ontrol volumes (CV's) per 
omputing node a further prepro
essing stepenables the re
ursive division of largest grid blo
ks along the side of there largest expansion. The grid-blo
k-to-pro
essor assignment is given by a heuristi
ly determined blo
k{pro
essor allo
ation table and remains stati
and un
hanged over the time of 
uid 
ow 
al
ulation pro
ess.

c o n t r o l  v o l u m e  w i t h  v a r i a b l e
a d d i t i o n a l  c o n t r o l  v o l u m eFig. 1: Domain de
omposition for the numeri
al grid.Fluid 
ow 
al
ulation is then performed by individual pro
essor nodes on the grid partitions stored in their lo
almemory. Fluid 
ow 
hara
teristi
s along the grid blo
k boundaries whi
h are 
ommon to two di�erent nodeshave to be ex
hanged during the solution pro
ess by inter{pro
essor 
ommuni
ation, while the data ex
hange on
ommon fa
es of two neighbouring grid partitions assigned to the same pro
essor node 
an be handled lo
ally inmemory. More details of the parallelization method and results for its appli
ation to the Multi{grid a

eleratedSIMPLE algorithm for turbulent 
uid 
ow 
al
ulation 
an be found in [1℄.3.2 Parallel Algorithms for the Lagrangian Approa
hThe predi
tion of the motion of the disperse phase is 
arried out by the appli
ation of the Lagrangian approa
has des
ribed in Se
tion 2.2. Considering the parallelization of this algorithm there are two important issues.The �rst is that in general parti
le traje
tories are not uniformly distributed in the 
ow domain even if there is auniform distribution at the in
ow 
ross{se
tion. Therefore the distribution of the numeri
al work load in spa
eis not known at the beginning of the 
omputation. As a se
ond 
hara
teristi
 parallel solution algorithms for theparti
le equations of motion have to deal with the global data dependen
e between the distributed storage of
uid 
ow data and the lo
al data requirements for parti
le traje
tory 
al
ulation. A parallel Lagrangian solutionalgorithm has either to provide all 
uid 
ow data ne
essary for the 
al
ulation of a 
ertain parti
le traje
torysegment in the lo
al memory of the pro
essor node or the 
uid 
ow data have to be delivered from otherpro
essor nodes at the moment when they are required. Considering these issues the following parallelizationmethods have been developed :
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Method 1: Stati
 Domain De
omposition (SDD) MethodThe �rst approa
h in parallelization of Lagrangian parti
le traje
tory 
al
ulations is the appli
ation of the sameparallelization s
heme as for the 
uid 
ow 
al
ulation to the Lagrangian solver as well. That means a Stati
Domain De
omposition (SDD) method. In this approa
h geometry and 
uid 
ow data are distributed over thepro
essor nodes of the PM in a

ordan
e with the blo
k{pro
essor allo
ation table as already used in the 
uid
ow �eld 
al
ulation of the Navier{Stokes solver.
M em o ry
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t i c l e  d a t aFig. 2: Stati
 Domain De
omposition (SDD) method for the Lagrangian solver.Furthermore an expli
it host{node pro
ess s
heme is established as illustrated in Figure 2. The traje
tory
al
ulation is done by the node pro
esses whereas the host pro
ess 
arries out only management tasks. Thenode pro
esses are identi
al to those that do the 
ow �eld 
al
ulation. Now the basi
 prin
iple of the SDDmethod is that in a node pro
ess only those traje
tory segments are 
al
ulated that 
ross the grid partition(s)assigned to this pro
ess. The parti
le state (lo
ation, velo
ity, diameter, ...) at the entry point to the 
urrentgrid partition is sent by the host to the node pro
ess. The entry point 
an either be at an in
ow 
ross se
tionor at a 
ommon fa
e/boundary to a neighbouring partition. After the 
omputation of the traje
tory segmenton the 
urrent grid partition is �nished, the parti
le state at the exit point (outlet 
ross se
tion or partitionboundary) is sent ba
k to the host. If the exit point is lo
ated at the interfa
e of two grid partitions, thehost sends the parti
le state to the pro
ess related to the neighbouring grid partition for 
ontinuing traje
tory
omputation. This redistribution of parti
le state 
onditions is repeatedly 
arried out by the host until allparti
le traje
tories have satis�ed 
ertain break 
ondition (e.g. an outlet 
ross se
tion is rea
hed). During theparti
le traje
tory 
al
ulation pro
ess the sour
e terms for momentum ex
hange between the two phases are
al
ulated lo
ally on the pro
essor nodes 1; : : : ; N from where they 
an be passed to the Navier{Stokes solverwithout further pro
essing.An advantage of the domain de
omposition approa
h is that it is easy to implement and uses the same datadistribution over the pro
essor nodes as the Navier{Stokes solver. But the resulting load balan
ing 
an be aserious disadvantage of this method as shown later for the presented test 
ases. Poor load balan
ing 
an be
aused by di�erent 
ir
umstan
es, as there are :1. Unequal pro
essing power of the 
al
ulating nodes, e.g. in a heterogenous workstation 
luster.2. Unequal size of the grid blo
ks of the numeri
al grid. This results in a di�erent number of CV's perpro
essor node and in unequal work load for the pro
essors.3. Di�eren
es in parti
le 
on
entration distribution throughout the 
ow domain. Situations of poor loadbalan
ing 
an o

ur e.g. for 
ows around free jets/nozzles, in re
ir
ulating or highly separated 
ows wheremost of the numeri
al e�ort has to be performed by a small subset of all pro
essor nodes used.4. Multiple parti
le{wall 
ollisions. Highly frequent parti
le{wall 
ollisions o

ur espe
ially on 
urved wallswhere the parti
les are brought in 
onta
t with the wall by the 
uid 
ow multiple times. This results in5



a higher work load for the 
orresponding pro
essor node due to the redu
tion of the integration time stepand the extra e�ort for dete
tion/
al
ulation of the parti
le{wall 
ollision itself.5. Flow regions of high 
uid velo
ity gradients/small 
uid turbulen
e time s
ale. This leads to a redu
tionof the integration time step for the Lagrangian approa
h in order to preserve a

ura
y of the 
al
ulationand therefore to a higher work load for the 
orresponding pro
essor node.The reasons 1{2 for poor load balan
ing are 
ommon to all domain de
omposition approa
hes and apply tothe parallelization method for the Navier{Stokes solver as well. But most of the fa
tors 3{5 leading to poorload balan
ing in the SDD method 
annot be foreseen without prior knowledge about the 
ow regime insidethe 
ow domain (e.g. from experimental investigations). Therefore an adjustment of the numeri
al grid or theblo
k-pro
essor assignment table to meet the load balan
ing requirements by redistribution of grid 
ells or gridpartitions inside the PM is almost impossible. The se
ond parallelization method shows how to over
ome theselimitations by introdu
ing a load balan
ing algorithm whi
h is e�e
tive during run time.
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Fig. 3: Dynami
 Domain De
omposition (DDD) method for the Lagrangian solver.Method 2: Dynami
 Domain De
omposition (DDD) MethodThis method has been developed to over
ome the disadvantages of the SDD method 
on
erning the balan
ingof the 
omputational work load. In the DDD method there exist three 
lasses of pro
esses : the host, theservi
ing nodes and the 
al
ulating nodes (Figure 3). Just as in the SDD method the host pro
ess distributesthe parti
le initial 
onditions among the 
al
ulating nodes and 
olle
ts the parti
le's state when the traje
torysegment 
al
ulation has been �nished. The new 
lass of servi
ing nodes use the already known blo
k-pro
essorassignment table from the Navier{Stokes solver for storage of grid and 
uid 
ow data. But in 
ontrast tothe SDD method they do not performe traje
tory 
al
ulations but delegate that task to the 
lass of 
al
ulatingnodes. So the work of the servi
ing nodes is restri
ted to the management of the geometry, 
uid 
ow and parti
le
ow data in the data stru
ture pres
ribed by the blo
k-pro
essor assignment table. On request a servi
ing nodeis able to retrieve or store data from/to the grid partition data stru
ture stored in its lo
al memory.The 
al
ulating nodes are performing the real work on parti
le traje
tory 
al
ulation. These nodes re
eive theparti
le initial 
onditions from the host and predi
t parti
le motion on an arbitrary grid partition. In 
ontrastto the SDD method there is no �xed blo
k-pro
essor assignment table for the 
al
ulating nodes. Starting withan empty memory stru
ture the 
al
ulating nodes are able to obtain dynami
ally geometry and 
uid 
ow data6



for an arbitrary grid partition from the 
orresponding servi
ing node managing this part of the numeri
al grid.The 
orrelation between the required data and the 
orresponding servi
ing node 
an be looked up from theblo
k-pro
essor assignment table. On
e geometry and 
uid 
ow data for a 
ertain grid partition has beenretrieved by the 
al
ulating node, this information is lo
ally stored in a pipeline with a history of a 
ertaindepth. But sin
e the amount of memory available to the 
al
ulating nodes 
an be rather limited, the amount oflo
ally stored grid partition data 
an be limited by an adjustable parameter. So the 
on
ept of the DDD methodmakes it possible 1. to perform 
al
ulation of a 
ertain traje
tory segment on an arbitrary 
al
ulating nodepro
ess and 2. to 
ompute di�erent traje
tories on one grid partition at the same time by di�erent 
al
ulatingnode pro
esses.There are some further details of the DDD method that should be pointed out. For predi
ting a traje
torysegment a 
al
ulating node needs the 
omplete geometry data of the a
tual grid partition but only the 
uid datafor the grid 
ell in whi
h the parti
le is 
urrently lo
ated. Hen
e there are two thinkable algorithms 
on
erningthe treatment of the 
uid data :1. If a parti
le traje
tory 
rosses a 
ertain 
ontrol volume/grid 
ell, the 
uid 
ow data 
orresponding to thisgrid 
ell and to the nearest neighbouring grid 
ells in ea
h 
oordinate dire
tion are required for further
al
ulation. Now the 
uid 
ow data for these 7 
ontrol volumes 
an be delivered at a time (furtherreferred to as DDD{Point method). Even this method introdu
es more frequent 
ommuni
ations withlower volume of transfered data it 
an be advantageous in dependen
e on the 
omputer hardware and thesize of the grid partitions of the numeri
al mesh be
ause only a 1{dimensional subset of the 
uid 
owdata has to be transfered for the 
al
ulation of the parti
le traje
tory.2. Otherwise the full information about the geometry and 
uid 
ow data 
orresponding to the grid partitionof the assigned parti
le initial 
ondition 
an be transfered on the �rst request from the 
al
ulating node(further referred to as DDD{Blo
k method). This algorithm implies a single 
ommuni
ation while trans-ferring a large amount of data. This method is more advantageous for parallel 
omputer ar
hite
tureswith fast 
ommuni
ation network and high bandwith of 
ommuni
ation.It has further to be mentioned that a servi
ing node pro
ess does not have to be exe
uted on a separate physi
alpro
essor, sin
e the work load is quite negle
table. In 
urrent MPI implementations the servi
ing node pro
ess isimplemented as separate node pro
ess and is exe
uted in parallel to the 
orresponding 
al
ulating node pro
esson the same physi
al pro
essor. Furthermore the host pro
ess is also exe
uted on one of the N pro
essors of thePM keeping the number of used pro
essors 
onstant in 
omparison with the Navier{Stokes solver. But resultsshow that eÆ
ien
y of 
al
ulation 
an be e�e
ted with some MPI distributions, e.g. su
h as MPICH 1.2.0.Another possible implementation is the exe
ution of a 
al
ulating node pro
ess as a thread of the 
orrespondingservi
ing node pro
ess. But this requires fragile mixed message passing and thread programming and leads toa not as portable solution as for the pure message passing implementation stri
tly based on MPI standards.4 Results and Dis
ussion4.1 MPI Implementations and MIMD Computer Ar
hite
turesThe di�erent parallelization methods are based on the paradigm of a MIMD 
omputer ar
hite
ture with expli
itmessage passing between the node pro
esses of the PM. The implementation uses an en
apsulated 
ommuni-
ation layer whi
h 
an be operate on top of standard MPI or PVM 
ommuni
ation libraries (the latter fromhistori
al reasons). Usable 
ommuni
ation libraries have to be in 
omplian
e with MPI 1.1 or PVM 3.2 standard.Investigations presented in this paper have been 
arried out on two di�erent 
omputer ar
hite
tures. Mostof the test 
ase 
al
ulations have been performed on a AMD/Athlon 600 MHz based 
luster of workstations(COW) running under RedHat Linux 6.0, Kernel Vers. 2.2.14. The COW has up to 12 pro
essors with 512MBytes RAM on ea
h node. The 
luster nodes are inter
onne
ted by 100 Mbit/s FastEthernet over a Cis
oCatalyst Swit
h C3524{XL. For parallel 
omputing we used MPI distributions of MPICH 1.2.0 and LAM{MPI6.3.2.For performan
e 
omparison we used the Cray T3E system at the University of Te
hnology, Dresden. ThisCray T3E system 
onsists of 64 DEC Alpha 21164 pro
essors with 128 MBytes memory on ea
h pro
essornode. Nodes are arranged in a 3{dimensional torus, with ea
h of the six links from ea
h node simultaneouslysupporting hardware transfer rates of up to 300 MBytes/s. The system is running under Uni
os/mk 2.0.4 withthe Message Passing Toolkit MPT 1.2.1.0 (
ontaining MPI and PVM message passing libraries).7



4.2 Des
ription of the Test CasesTwo test 
ases are investigated. The �rst test 
ase is a dilute gas{parti
le 
ow in a three times bended 
hannelwith square 
ross se
tion of 0:2� 0:2m2. In all three 
hannel bends 4 
orner vanes are installed, dividing the
ross se
tion of the bend in 5 separate 
orner se
tions (see Fig. 4). The vanes are modeled as in�nitely thin solidwalls within the 
ow region (non slip 
ondition). The du
t has been subdivided into 64 blo
ks, the number of�nite volumes for the �nest grid is 80�80�496 = 3 174 400; be
ause of the blades no more than three 
oarsergrids 
an be used for the Multi{grid method. This means that the 
oarsest grid with only two 
ells betweenthe blades has 10�10�62 = 6 200 �nite 
ontrol volumes. Due to memory limitations most of the investigationshas been 
arried out on the se
ond �nest grid level with 396.800 CV's. At the inlet an uniform velo
ity pro�lewith uF = uP = 10:0m=s is given (Re = 156 000), at the outlet a zero gradient 
ondition is implemented. Theparti
le phase with parti
le diameters of dP = 20; : : : ; 60 �=m and a density of �P = 2500 kg=m3 has initially auniform 
on
entration distribution over the inlet 
ross se
tion of the du
t. For ea
h of the test 
ase 
al
ulations5000 parti
le traje
tories have been 
al
ulated. Similiar 
on�gurations are used for e.g. pneumati
al 
onveyingof granular material in 
hannels and pipes.The se
ond test 
ase di�ers from the �rst test 
ase 
on�guration by omiting the vanes in the 
hannel bends. Theomission of the 
orner vanes together with the 3 su
essive 
hannel bends leads to the development of a 
ounter
lo
kwise swirling 
uid 
ow and due to the 
entrifugal for
es a
ting on the parti
les to a strong separation ofthe parti
le phase from the 
uid 
ow. Demixing of the parti
le phase starts imediately after the �rst bendand leads to the formation of a parti
le rope after the third 
hannel bend. This test 
ase has been introdu
edas an example of a strongly separated gas{parti
le 
ow in order to proof the suitability and performan
e ofthe developed load balan
ing algorithms for su
h kind of separated multiphase 
ows leading to poor paralleleÆ
ien
y with the so far used SDD method.4.3 ResultsFor the test 
ase 
al
ulations the total exe
ution time, 
al
ulation time, 
ommuni
ation time and I/O time havebeen measured for the exe
ution of one iteration 
y
le of the Lagrangian solver (
al
ulation of 5000 parti
letraje
tories, one-way-
oupling). From these measurements the di�eren
e time (Tdiff = Ttotal�T
al
�T
omm�TI=O) has been 
al
ulated. This di�eren
e time 
ontains mainly the waiting time for the pro
essor nodes inre
eive operations and global barriers (what 
an also be established from Fig. 9 and Fig. 10).First of all the sensitivity of MPICH and LAM{MPI in respe
t to multi{pro
essing/multi{tasking has beeninvestigated. As has been pointed out earlier it is not ne
essary from the point of view of the amount ofnumeri
al work to spend an extra physi
al pro
essor node for management tasks like the host pro
ess or theservi
ing node pro
esses in DDD methods. But in our numeri
al experiments we 
ould �nd di�erent behavior ofexisting MPI libraries/distributions in the 
ase of superposition of MPI pro
esses on the same physi
al pro
essor(Fig. 5). In experiments 
arried out with LAM{MPI we 
ould not observe signi�
ant di�eren
es in measuredexe
ution or 
ommuni
ation times when we run the SDD and DDD methods with superposition of the hostand the N servi
ing node pro
esses together with the N 
al
ulating node pro
esses on N physi
al pro
essors in
omparison with an exe
ution of the algorithm using a single pro
ess per pro
essor node. But Fig. 5 shows agreat sensitivity of MPICH in respe
t to su
h a superposition of pro
esses. Comparable results with MPICH
ould only a
hieved in the regime of a single MPI pro
ess per physi
al pro
essor node of the PM. Therefor allfurther numeri
al experiments have been performed with LAM{MPI.Fig. 6{8 show the total exe
ution times, the speed{up and the parallel eÆ
ien
y for 
al
ulations on bothtest 
ases with SDD, DDD{Blo
k and DDD-Point methods vs. the number of pro
essor nodes. All test 
ase
al
ulations in this experiments had been 
arried out on the se
ond �nest grid level with 396.800 CV's. Fig.6 show the remarkable redu
tion in 
omputation time with all of the 3 di�erent parallelization methods. It
an also be seen from the �gures that in all 
ases the Dynami
 Domain De
omposition (DDD) method has a
lear advantage over SDD method with a slight gain in performan
e for the DDD{Blo
k method. The largeramount of inter-pro
essor 
ommuni
ations with small amount of transfered data in the DDD{Point method in
omparison with the DDD{Blo
k method leads to a slighly de
reased performan
e of this algorithm althoughthe total amount of transfered data is less for the DDD{Point method. This behavior is dependent on theresolution of the numeri
al grid and needs further investigation for grid levels with large numbers of CV's.Further the advantage for the DDD methods for the �rst test 
ase is not as remarkable as for the se
ond test
ase. This is due to the fa
t, that the gas{parti
le 
ow in the �rst test 
ase is quiet homogenous in respe
t to8



parti
le 
on
entration distribution whi
h leads to a more balan
ed work load distribution in the SDD method.So the possible gain in performan
e with the DDD methods is not as large as for the se
ond test 
ase, wherethe gas{parti
le 
ow is strongly separated and we 
an observe parti
le roping and sliding of parti
les along thesolid walls of the 
hannel leading to a mu
h higher amount of numeri
al work in 
ertain regions of the 
ow.Consequently the SDD method shows a very poor parallel eÆ
ien
y for the se
ond test 
ase due to poor loadbalan
ing between the pro
essors of the PM (Fig. 8).The eÆ
ien
y of the work load balan
ing introdu
ed to the Lagrangian approa
h by the Dynami
 DomainDe
omposition (DDD) methods 
an also 
learly be seen from the work load distribution diagramms in Fig.'s9 and 10. The diagrams show the ratio of 
al
ulation, 
ommuni
ation and I/O times for the (N + 1) and(2N + 1) pro
esses involved in a 
al
ulation for the se
ond test 
ase on N = 8 pro
essors using the SDD andDDD{Blo
k method. In the SDD method the largest amount of 
al
ulation time is spent only by pro
essors 1and 2 while the other pro
essors show a large amount of 
ommuni
ation (waiting) time. From Fig. 10 it 
anbe seen for the DDD{Blo
k method that the distribution of work load over the 
al
ulating node pro
esses 9{16is very uniform. Furthermore the management tasks (host pro
ess and servi
ing node pro
esses) show a verylow amount of 
al
ulation time of less then 10% of the total exe
ution time. The amount of di�eren
e time forthe 
al
ulating nodes arrises from the ne
essary waiting time of these pro
esses during �le I/O at start-up andend of the 
al
ulation pro
ess performed by the node pro
esses 1{8.5 Con
lusionsThe paper presents two parallelization methods for the Eulerian{Lagrangian approa
h for disperse multiphase
ows 
al
ulations together with their MPI implementations. Performan
e results are given for two typi
altest 
ases. The obtained results show besides the general appli
ability of the SDD and DDD parallelizationmethods for parallel 
omputers with distributed memory and message passing paradigm the importan
e ofhomogenous work load distribution, whi
h has to be treated di�erently in 
omparison with Stati
 DomainDe
omposition (SDD) methods for 
ommon single phase 
ow 
omputations. With the presented Dynami
Domain De
omposition (DDD) method remarkable speed{up 
an be a
hieved for the Eulerian{Lagrangian
omputation of disperse multiphase 
ows on MIMD 
omputers and 
lusters of workstations. The developedparallelization method with dynami
 work load balan
ing o�ers new perspe
tives for the 
omputation of strongly
oupled multiphase 
ows with 
omplex phase intera
tions and higher parti
le 
on
entrations.A
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Fig. 4: Parti
le traje
tories in the bended 
hannel with 
orner vanes (test 
ase 1).
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Total Execution Time vs. Number of Processors
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Parallel Efficiency vs. Number of Processors
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