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Keywords : Gas{Partile ows, Eulerian{Lagrangian approah,domain deomposition, load balaning, luster omputingAbstratThis paper deals with two di�erent parallelization methods for the Lagrangian (PSI{Cell) approah, afrequently used method for the numerial predition of disperse multiphase ows. Both presented algo-rithms are based on the Domain Deomposition method. The �rst algorithm applies a stati assignmentof grid partitions to the proessors of the parallel mahine (PM).In the seond parallelization method | the so{alled Dynami Domain Deomposition (DDD) | adynami assignment of grid and uid ow information to PM proessor nodes is used, leading to onsid-erably inreased parallel eÆieny and a higher degree of exibility in the appliation of the omputationalmethod to di�erent ow onditions.Results of performane evaluations are provided for two di�erent typial test ases and for MIMD om-puter arhitetures of a large 528{proessor Linux workstation luster (CLIC { Chemnitz Linux Cluster)and a 64{proessor Cray T3E as well.1 The Parallel Algorithm for Fluid Flow CalulationThe parallelization of the solution algorithm for the set of ontinuity, Navier{Stokes and turbulenemodel equations is arried out by parallelization in spae, that means by appliation of the domaindeomposition or grid partitioning method. Using a blok-strutured grid the ow domain is partitionedin a number of subdomains. Usually the number of grid bloks exeeds the number of proessors, sothat eah proessor of the parallel mahine (PM) has to handle a few bloks. The grid-blok-to-proessorassignment is given by a heuristialy determined blok{proessor alloation table and remains stati andunhanged over the time of uid ow alulation proess.The gas ow alulation is then performed by individual proessor nodes on the grid partitions storedin their loal memory. Flow harateristis along the grid blok boundaries whih are ommon to twodi�erent nodes have to be exhanged during the solution proess by inter{proessor ommuniation.Details of the parallel solution method for the gas ow an be found in [1℄.2 Parallel Algorithms for the Lagrangian ApproahThe predition of the motion of the disperse phase is arried out by the appliation of the Lagrangianapproah as desribed in referenes 5-9 in [1℄. Considering the parallelization of this algorithm thereare two important issues. The �rst is that in general partile trajetories are not uniformly distributedin the ow domain even if there is a uniform distribution at the inow ross{setion. Therefore thedistribution of the numerial work load in spae is not known at the beginning of the omputation.As a seond harateristi parallel solution algorithms for the partile equations of motion have to dealwith the global data dependene between the distributed storage of uid ow data and the loal datarequirements for partile trajetory alulation. A parallel Lagrangian solution algorithm has either toprovide all uid ow data neessary for the alulation of a ertain partile trajetory segment in theloal memory of the proessor node or the uid ow data have to be delivered from other proessor nodesat the moment when they are required. Considering these issues the following parallelization methodshave been developed:



2.1 Stati Domain Deomposition (SDD) MethodIn the �rst approah geometry and uid ow data are statily distributed over the proessor nodes ofthe PM in aordane with the blok{proessor alloation table as already used in the uid ow �eldalulation of the Navier{Stokes solver.Further an expliit host{node proess sheme is established. The trajetory alulation is done by thenode proesses whereas a host proess arries out only management tasks. The node proesses areidential to those that do the ow �eld alulation. Now the basi priniple of the SDD method is thatin a node proess only those trajetory segments are alulated that ross the grid partition(s) assignedto this proess.An advantage of the SDD method is that it is easy to implement and uses the same data distributionover the proessor nodes as the ow solver. But poor load balaning an be a serious disadvantage ofthis method, e.g. due to large di�erenes in the partile onentration distribution in the ow.2.2 Dynami Domain Deomposition (DDD) MethodThis method has been developed to overome the disadvantages of the SDD method onerning thebalaning of the omputational work load. In the DDD method there exist three lasses of proesses: thehost, the serviing nodes and the alulating nodes (Figure 1).
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Figure 1: DDD method for Lagrangian solver.Just as in the SDD method the host proess distributes the partile initial onditions among the alulat-ing nodes and ollets the partile's state when the trajetory segment alulation has been �nished. Thenew lass of serviing nodes uses the already known blok-proessor assignment table from the Navier{Stokes solver for storage of grid and uid ow data. But in ontrast to the SDD method they do notperform trajetory alulations but delegate that task to the lass of alulating nodes. So the work ofthe serviing nodes is restrited to the management of the geometry, uid ow and partile ow datain the data struture presribed by the blok-proessor assignment table. On request a serviing nodeis able to dynamially retrieve or store data from/to the grid partition data struture stored in its loalmemory.The alulating nodes are performing the real work on partile trajetory alulation. These nodes reeivethe partile initial onditions from the host and predit partile motion on an arbitrary grid partition. Inontrast to the SDD method there is no �xed blok-proessor assignment table for the alulating nodes.Starting with an empty memory struture the alulating nodes are able to obtain dynamially geometryand uid ow data for an arbitrary grid partition from the orresponding serviing node managing this2



part of the numerial grid. The orrelation between the required data and the orresponding serviingnode an be looked up from the blok-proessor assignment table. One geometry and uid ow datafor a ertain grid partition has been retrieved by the alulating node, this information is loally storedin a pipeline with a history of a ertain depth. So the onept of the DDD method makes it possibleto perform alulation of a ertain trajetory segment on an arbitrary alulating node proess andto ompute di�erent trajetories on one grid partition at the same time by di�erent alulating nodeproesses, thus establishing a nearly perfet load balaning between proessors of the PM.3 Results and DisussionCalulations with both parallelization methods have been performed on two typial test ases. Thesimulations on a varying number of proessor nodes has been arried out on two luster omputer systems: a) a 12{proessor AMD{Athlon (600 MHz) based luster of workstations and b) the Chemnitz LinuxCluster (CLIC) with up to 528 Intel/Pentium III nodes (800 MHz) with 512 Mb memory per node andFastEthernet interonnet. For omparison a number of alulations has been made on a 64{proessorCray T3E. For the test ase alulations the total exeution time, alulation time, ommuniation timeand I/O time have been measured for the exeution of one iteration yle of the Lagrangian solver(alulation of 5000 partile trajetories, one-way-oupling). From these measurements the di�erenetime (Tdiff = Ttotal � Tal � Tomm � TI=O) has been alulated. This di�erene time ontains mainlythe waiting time for the proessor nodes in reeive operations and global barriers.
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Figure 2: Total exeution times, speed{up and parallel eÆieny vs. number of proessor nodes (CLIC);omparison of parallelization methods for both test ases.
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Figure 3: Comparison of parallel performae on Chemnitz Linux Cluster(s) vs. Cray T3EFigure 2 show the total exeution times, the speed{up and the parallel eÆieny for alulations on bothtest ases with SDD and DDD methods vs. the number of proessor nodes. All test ase alulations inthis experiments had been arried out on the seond �nest grid level with 396.800 CV's. Figure 2 showthe remarkable redution in omputation time with both parallelization methods. It an be seen fromthe �gures that in all ases the Dynami Domain Deomposition (DDD) method has a lear advantageover the SDD method. But this advantage for the DDD method in the �rst test ase is not as remarkable3



as for the seond test ase. This is due to the fat, that the gas{partile ow in the �rst test ase isquiet homogeneous in respet to partile onentration distribution whih leads to a more balaned workload distribution in the SDD method. So the possible gain in performane with the DDD method is notas large as for the seond test ase, where the gas{partile ow is strongly separated and where we anobserve partile roping and sliding of partiles along the solid walls of the hannel leading to a muhhigher amount of numerial work in ertain regions of the ow. Consequently the SDD method shows avery poor parallel eÆieny for the seond test ase due to poor load balaning between the proessorsof the PM (�gure 2).Figure 3 shows the omparison of test ase alulations between the CLIC, an AMD{Athlon basedworkstation luster and the Cray T3E for the test ase 1. Again we an observe the lear advantage ofthe DDD method with the implemented dynami load balaning sheme leading to an aeleration of theLagrangian partile trajetory alulation by a fator of up to 3 on the Cray T3E in omparison with theSDD method. The impat of the Cray high-bandwith-low-lateny interonnetion network an learlybe seen from the �gure. So the speed{up for the test ase alulations on the Cray inreases almostlinearly with inreasing number of proessors up to 32 nodes. On the CLIC we observe minor speed{upvalues and reah saturation (e�et of higher lateny, bandwith limits of the FastEthernet ommuniationnetwork) for alulations on more than 32 proessor nodes where a further substantial derease of thetotal exeution time for the Lagrangian solver ould not be ahieved. But similiar saling behavior of thepresented Eulerian{Lagrangian approah as it was observed for the Cray T3E should be within reah onworkstation lusters with highspeed interonnets like e.g. Myrinet, GigaNet, SCI or other new emergingnetwork tehnologies.4 ConlusionsThe paper presents two parallelization methods for the Eulerian{Lagrangian approah for disperse mul-tiphase ow alulations together with their MPI implementations. Performane results are given fortwo typial test ases. The obtained results show the importane of homogeneous work load distribution,whih has to be treated di�erently in omparison with Stati Domain Deomposition (SDD) methods forommon single phase ow omputations. With the presented Dynami Domain Deomposition (DDD)method remarkable speed{up an be ahieved for the Eulerian{Lagrangian omputation of disperse multi-phase ows on MIMD omputers and lusters of workstations. The main advantages of the DDD methodare :� dynami work load distribution among the proessors of the parallel mahine; work load balaningis e�etive even on heterogeneous omputer systems like eg. workstation lusters with di�erentomputational power of proessor nodes;� independene of performane from the subdivision of the numerial grid into grid bloks,� independene of the algorithm performane from the ow regime (e.g. phase separation, non{homogeneous onentration distribution of the dispersed phase, loal ourene of strong partile{wall interation).So the developed parallelization method with dynami work load balaning o�ers new perspetives forthe omputation of strongly oupled multiphase ows with omplex phase interations and higher partileonentrations.AknoledgementsThis work was supported by the German Researh Foundation (Deutshe Forshungsgemeinshaft { DFG)in the framework of the Collaborative Researh Centre SFB{393 under Contrat No. SFB 393/D2.Referenes[1℄ Bernert K., Frank Th., Shneider H., Pahler K. : "Multi{Grid Aeleration of a SIMPLE-Based CFD-Code and Aspets of Parallelization", IEEE Int. Conf. on Cluster Computing { CLUS-TER 2000, Nov 28.{De 2., 2000, Chemnitz, Germany.[2℄ Web Site of the Researh Group on Multiphase Flowhttp://www.imeh.tu-hemnitz.de 4


