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1 Introduction

The transport or the separation of particulate
matter is a common task in mechanical and pro-
cess engineering. To improve machinery and
physical processes (e.g. for coal combustion, re-
duction of NOx and soot) an optimization of
complex phenomena by simulation applying the
fundamental conservation equations is required.
Gas—particle flows are characterized by the ratio
of density of the two phases v = pp/pr, by the
Stokes number St = 7p/7r and by the loading
in terms of void and mass fraction.

Those numbers (Stokes number, ) define the
flow regime and which relevant forces are acting
on the particle. Dependent on the geometrical
configuration the particle-wall interaction might
have a heavy impact on the mean flow structure.
The occurrence of particle-particle collisions is
also a question of the local void fraction.

For dilute to moderate dense particle flows the
Euler-Lagrange method is capable to resolve the
main flow mechanism. An accurate computation
needs unfortunately a high number of numeri-
cal particles (1-10% —1-107) to get the reliable
statistics for the underlying modelling correla-
tions. Due to the fact that a Lagrangian algo-
rithm cannot be vectorized for complex meshes
the only way to finish those simulations in a rea-
sonable time is the parallization applying the
message passing paradigma.

Frank et al. [5],[6],[7] describes the basic ideas
for a parallel Euler-Lagrange solver, which uses
multigrid for acceleration of the flow equations.
The performance figures are quite good, though

only steady problems are tackled. For the un-
steady case the efficiency is worse, because the
AT for the time integration along one particle
trajectory is very small per one time step of fluid
flow integration and so the floating point work-
load is also very low.

Much time is spent for communication and wait-
ing, because for cold flow particle convection not
very extensive calculations are necessary. One
remedy might be a highspeed switch like Myrinet
or Dolphin PCI/SCI (500 MByte/s), which could
balance the relative high floating point perfor-
mance of INTEL PIII processors and the weak
capacity of the Fast—Ethernet communication
network(12 MByte/s). Corresponding to the dis-
cussed examples calculation times and parallel
performance will be presented. Another point
is the communication of many small packages,
which should be summed up to bigger messages,
because each message requires a startup time in-
dependently of its size. Summarising the poten-
tial of such a parallel algorithm, it will be shown
that a Beowulf-cluster is a highly competitve al-
ternative to the classical main frame computer
even if heavy number crunching capability is nec-
essary.

2 Mathematical Model

For a turbulent, isotherm, low Mach number gas
flow the conservation equations for mass, mo-
mentum and scalar species are used. Newton’s
stress—strain assumption and the standard k-e—
model are applied. The PDE can be presented
in the following general form.
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while ® stands for the cartesian velocity com-
ponents u; ¢ = 1...3, for the turbulent kinetic
energy k, for the energy dissipation € and for the
scalars c¢;.
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Table 1: Diffusion coefficients, production and
source terms of the fluid equations

Table 1 shows the variables and source terms for
the different equations. I' is the transport coef-
ficient(Schmidt number), S is the source term of
flow variable and ST is the source term for the
interaction with the dispersed phase fulfilling the
two—way coupling. u is the molecular u; the tur-
bulent viscosity, pr is the gas density and f1, fo
and f3 are the cartesian components of external
forces (e.g. bodyforces) per mass.

mkP is the particle mass, whereby the summa-
tions index k runs for all particles per cell. ukPi
is the i-th velocity component of the particle k.

The disperse phase is represented by discrete par-
ticle trajectories, wheras each particle is a substi-
tute for, depending on the prescribed massflow,
a certain number of real particles with the same
physical properties. The conservation equations
for momentum, heat and mass are discussed in
[1]. Those ordinary differential equations are
solved by an explicit Runge-Kutta method with
fourth order accuracy and automatic time step
adjustment.

3 Numerical Method

The conservation equations are discretised
within the framework of the finite volume

method. All variables are located in the cell-
center. The diffusive fluxes are approximated by
central difference scheme, the convective terms
are blended between central difference and up-
wind scheme.

The time discretisation, which is based on a
parabolian assumption for the derivatives,
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can be switched between first and second or-
der Euler implicit scheme by a blending factor.
n+1 denotes the current time level. Different
timestep size is implemented, which can be acti-
vated by an adaptive steering control (e.g. par-
ticle collision timescales).

The pressure field is deduced from a correction
equation following the SIMPLE methodology. A
geometrical Multigrid for the pressure equation
strongly accelerates the solution process.

The particle—particle collision model due to Som-
merfeld [8] uses an stochastic impact model gen-
erating a virtual impact partner and an impact
probability assuming a poisson distribution. The
calculation of the collision frequency is done in
analogy to the kinetic gas theory.

The wall impact model considers static and dy-
namic friction and requires the solution of a con-
servation equation for angular momentum.

The parallelisation of the gas flow is based
on a domain decomposition approach using the
from the grid generation process still existing
ijk—blocks, which are dedicated to certain pro-
cessors. The block region is the smallest volume
region, which can be allocated by the nodes in a
arbitrary manner. The grid-block—to—processor
arrangement is static.

The Lagrangian solver uses a master—client sys-
tem, where the master node sends the start data
of each particle trajectory to clients on rest for
calculation purposes. Furthermore the master
node collects the final particle data in the up-
dated start list. So the particles are spread on
all client nodes in a full dynamic arrangement,
which leads to a more or less uniform work. Also
the fluid data must be distributed to the nodes
according due to their currently computed par-
ticles.



Benchmark [9] was used as a base for compar-
isons. The task is to judge the quality of the
numerics and for this a 2-D and 3-D laminar
flow around a cylinder is sufficient. Transient

v, lift and drag coefficients were calculated and fit
3.90432 well with the data of the benchmark as in Ta-
g;g%g ble 2 depicted. Measurments [3] were done with
3.4358 LDA to get velocity profiles and out of this the
3.27963 Strouhal number.
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0.468519 discretization is clearly superior to the first or-
0.312346 der scheme as in figure 3 depicted.

0.156173 The experiment of Oesterle [4] is used to show

Figure 1: Cell Averaged Particle Velocities in a
Convergent Channel
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4 Results and Validation

To validate the accuracy of the unsteady pro-
cedure within MISTRAL /PartFlow-3D a DFG-
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Figure 3: Drag and Lift Coefficient

an example related to high Stokes number par-
ticle flow. Two different particle mass flow rates
have been measured and calculated. Figure 1
shows the average particle velocity, which reaches
at its maximum the particle terminal velocity.
Wall interaction and particle-particle collisions
lead to a kind of choking in the region of the
convergent passage, which also reduces the par-
ticle velocity.

Lift [-]



Figure 2 shows a comparison of measurment and
calculation for mean and fluctuating values of
the particle velocity. The measurment plane is
located very near the low end of the convergent
part of the channel (figure 1).
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Figure 5: Parallel Efficiency
INTEL/Black Diamond Cluster

Relying on a current ECSC—-Project [2] a gaseous
pipeflow transporting ceramic particles is dis-
played in Figure 8. There have been performed
experimental investigations measuring velocity
profiles with PDA for wide variety of massload-
ings (m=0.05-2.0). A CFD simulation [10] was

The moder-
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Figure 6: Case Bifucator on
INTEL/Black Diamond Cluster
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Figure 7: Calculation Time
INTEL/Black Diamond Cluster

ate dense case with massloading m=2.0 shows
a very pronounced phase coupling, due to the
small Stokes number and the high mass load-
ing. Figure 7 displays the local void fraction and
the particle mean velocity. Both quantities are
quite different in comparison with the dilute case
m=0.05. The particulate phase concentrates be-
hind the first bend at the outside wall of the bent
pipe. Within the subsequent straight section a
chocking region is built up with locally dense and



dilute regions. After the second curvature the
particle phase seems to be spread in a more ho-
mogeneous manner, though a dynamic equilib-
rium is not yet achieved after 1.1 seconds.

The bifucator case and the first curvature of the
bifucator named ”Bent Duct” are used as test
cases for the parallel performance measurments.
Two different Beowulf clusters were available for
the comparisons (INTEL PIIT with Black Dia-
mond switch and an AMD Athlon with Cisco
switch based on Fast-Ethernet). Two criteria
for parallel performance were checked:

Figure 4 and figure 5 display the efficiency of dif-
ferent cluster sizes for increasing particle load.
Figure 5 includes a direct comparison between
the INTEL and the AMD cluster. The better
performance of the INTEL cluster results mainly
from the faster communication network. Figure
7 shows the same cases as Figure 5, but in terms
of calculation time. The steep increase of cal-
culation time for high particle numbers (e.g. 46,
32, 16 processors) means, that the master node is
in a swapping mode (exceeds the physical mem-
ory), because of the very big particle start list.
Figure 6 shows efficiency and calculation time for
a fixed particle load. Besides two timestep sizes
were used (1.E-3 and 1.e-4) to demonstrate their
influences on the efficiency of the particle start
data exchange.

5 Conclusions

Particulate isothermal flows within the moder-
ate dense flow regime require the consideration
of the following phenomena:

Particle—particle collisons, particle wall interac-
tions, particle rotation, two—way coupling, un-
steadiness.

A flow simulation in a complex technical geome-
try asks for a high number of computational par-
ticles to get a reasonable accuracy of the compu-
tational results. The resolution error scales with
1/4/n with n = number of particles per control
volume. To performe such expensive simulations
efficiently the parallelisation of the Lagrangian
solver is one solution. The results of a bifuca-
tor flow show the dependance of the parallel effi-
ciency on the local flow regime, which determines
the gas flow time step size and the frequency
of data communication. Generally spoken the
steady solver approach is the upper limit of the
parallel efficiency. The lower limit depends on

the performance of the communication network
and the processor speed. There is still some im-
provement left for optimization of the data ex-
change procedure within the computational al-
gorithm, though this might require a redesign of
the present software.
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