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Numerial simulation of disperse multiphase ows with anappliation in power engineeringK. Bernert, Th. Frank�, H. Shneider and K. PahlerChemnitz University of TehnologyFaulty of Mehanial Engineering and Proess TehnologyResearh Group of Multiphase FlowReihenhainer Stra�e 70, 09107 Chemnitz, GermanySUMMARYThis paper deals with the numerial simulation of two{phase ows based on the solution of theNavier{Stokes equations with a k � " turbulene model for the gas phase and a partile trakingmodel of the disperse phase ful�lling the framework of the Eulerian{Lagrangian (PSI{Cell) approah.The numerial proedures for the two phases are based on the domain deomposition method appliedto a blok{strutured grid. The omplete ode is parallelized for omputers of MIMD arhiteture.The paper gives a desription of the numerial methods with speial attention to the parallelization.Some test alulations demonstrate the performane of the ode. The numerial simulation of a owsplitter from the �eld of power engineering is presented as an example for a real world appliation ofthe method. Copyright  2003 John Wiley & Sons, Ltd.key words: multiphase ows, numerial simulation, Eulerian-Lagrangian approah,parallelization, partile transport in power engineering1. INTRODUCTIONDisperse multiphase ows are very ommon for proesses in mehanial and thermal proesstehnology (e.g. gas{partile or gas{droplet ows, oal ombustion, pneumatial onveying,erosion phenomena). Furthermore proesses for the separation of solid partiles from gases oruids and for the lassi�ation and partile size analysis are an important �eld of interest inproess tehnology.The numerial simulation of multiphase ows inludes both the alulation of the ontinuousphase and the alulation of a high number of partile traes as a basis for deriving statistialquantities as partile onentration, mean partile veloity et. As a �rst step the ontinuousphase an be alulated independently of the disperse phase, later the interation with thedisperse phase is to be inluded in the right hand side of the equations of motion in aniterative way. For the disperse phase the authors apply the Lagrangian (PSI{Cell) approah,i.e. disrete partile trajetories are alulated. Eah alulated partile represents a largenumber of physial partiles with the same physial properties.�Correspondene to: Dr. Thomas Frank, TU Chemnitz, Fakult�at f�ur Mashinenbau und Verfahrenstehnik,09107 Chemnitz, Germany Reeived 20. Deember 2001Copyright  2003 John Wiley & Sons, Ltd. Revised 15. Otober 2002



1254 K. BERNERT ET AL.Even a unique alulation of the ontinuous phase followed by the alulation of the dispersephase an be very time-onsuming. More than ever the iterative oupling of the two phasesdemands learly the use of parallel omputation. In ontrast to a strong ativity in developingeÆient parallel odes for ow alulation there are only few publiations on partile trakingby the Lagrangian method on parallel omputer systems. All methods known to the authorssu�er from a restrited parallelism by using the shared memory onept [24℄ resp. opying theomplete ow �eld to all proessors of the parallel mahine [25℄, [23℄ or from the risk of a lowparallel eÆieny on massive parallel omputers of MIMD arhiteture, resulting from a naivestati domain deomposition [4℄.Setion 2 gives a short desription of the physial and mathematial bakground foralulating the uid and partile phases.Setions 3 and 4 explain the solving methods and parallelization strategies. For thealulation of the disperse phase two parallelization strategies are presented. The �rstalgorithm applies a stati assignment of grid partitions to the proessors of the parallel mahine(SDD { Stati Domain Deomposition). As our results show, the parallel eÆieny of suh aparallelization method an be dramatially deteriorated. In the seond parallelization method{ the so{alled Dynami Domain Deomposition (DDD) { a dynami assignment of grid anduid ow information to proessor nodes is used, leading to a onsiderably inreased paralleleÆieny and a higher degree of exibility in the appliation of the omputational method todi�erent ow onditions.Setion 5 presents numerial experiments onerning the performane of the ode and isfoused on parallel eÆieny. Most of the alulations have been performed on parts of theChemnitz Linux Cluster (CLiC) onsisting of 528 Intel Pentium III 800MHz proessors and aFastEthernet network.In setion 6 the diret Eulerian{Lagrangian approah is applied to a ow in the �eld of powerengineering. The appliane whih is investigated numerially is a ow splitter with omplexinterior guiding vanes alled bifurator. It is used for pneumatial transport of oal partilesand the split of the overall oal partile mass ow rate from the oal mills to the burners of aoal{�red power plant.The results show an eÆient operation of our ode and give a deeper understanding of theow struture in the bifurator.2. PHYSICAL AND MATHEMATICAL FUNDAMENTALS2.1. Basi Equations of Fluid MotionThe uid phase onsidered here is assumed to be Newtonian and to have onstant physialproperties. The uid ow is 3{dimensional, steady, inompressible, turbulent and isothermal.Fluid turbulene is modelled using the standard k{" model and negleting the inuene ofpartile motion on uid turbulene. Under these assumptions the time{averaged equationsdesribing the motion of the uid phase are given by the following form of the general transportequation ��xj ��F uFj ��� ��xj �� ���xj� = SF + SP : (1)Copyright  2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2003; 41:1253{1271Prepared using dauth.ls



NUMERICAL SIMULATION OF DISPERSE MULTIPHASE FLOWS 1255Table I. FLOW VARIABLES, TRANSPORT COEFFICIENTS AND SOURCE TERMS FOR THEBASIC EQUATIONSEquation for � � SF SPContinuity 1 0 0 0Momentum uFi �e� ��xj���uFj�xi �� �p�xi +�Ffi SPuiTurbulentkineti energy k �t�k Pk � �F " 0Dissipation of k " �t�" "k ("1 Pk � "2 �F ") 0Pk=�t �uFi�xj��uFi�xj + �uFj�xi �; �e�=�+�t; �t = �F � k2"�=0:09; "1=1:44; "2=1:92; �k=1:0; �"=1:3Here � is a general variable, � a di�usion oeÆient, SF a general soure term and SPthe soure term due to momentum exhange between the uid and the partile phase. Thevariables uF1 , uF2 and uF3 represent the uid veloity omponents, k is the turbulent kinetienergy and " the rate of dissipation of k. Generally index F indiates Fluid and P indiatesPartile. A detailed desription of all terms and their orrelations is shown in Table I. In thistable �F is the uid density and � is the laminar visosity.2.2. Equations of Motion of the Disperse PhaseThe disperse phase is treated by the appliation of the Lagrangian (PSI{Cell) approah,i.e. disrete partile trajetories are alulated. Eah alulated partile represents a largenumber of physial partiles of the same physial properties. This is ahieved by a partilenumber ow rate _NP presribed to eah alulated trajetory. The predition of the partiletrajetories is arried out by solving the ordinary di�erential equations for the partile loationand veloities. Assuming that the ratio of uid density to partile density is small (�F =�P � 1)these equations read ddtxP = uP ; (2)ddtuP = 34 �F(�P + 12�F ) dP �urel CD(ReP ) (uF � uP )+ urel!rel CM (�) (uF � uP )� (!�
)+ 2�1=2�j
j1=2 CA (uF � uP )�
�+ �P � �F�P + 12�F g (3)with 
 = rot uF ; ReP = dP urel� ; Re! = 14 dP 2!rel� ;� = 12 dP !relurel ; urel = juF � uP j ; !rel = j!�
 j ;Copyright  2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2003; 41:1253{1271Prepared using dauth.ls



1256 K. BERNERT ET AL.where the rotation of the partile an be alulated from the following equationddt! = � 1516� �F�P !rel �m(Re!) (!�
) : (4)In these equations � is the uid kinemati visosity, dP the partile diameter and !rel theabsolute value of the relative rotational veloity between uid and partile. The terms on theright hand side of (3) represent the drag fore exerted on the partile by the uid, the liftfore due to partile rotation (Magnus fore), the lift fore due to uid veloity shear (Sa�manfore), the gravitational and added mass fores respetively. The values for the oeÆients CD,CA, CM and �m an be found in [9℄, [19℄. Inter{partile ollisions are desribed by ollisionprobabilitymodels due to Oesterle [8℄ and [20℄. Partile{wall interation was modeled aordingto the virtual{wall model by Sommerfeld [18℄ in the modi�ed wall roughness formulation ofFrank et al. [10℄. The e�et of uid turbulene on the motion of the disperse phase is modelledby the Lagrangian Stohasti{Deterministi (LSD) turbulene model. The partile's inueneon the uid phase is modelled by the PSI{Cell (Partile{Soure{In{Cell) method proposed by[6℄. A more detailed desription of all partiular models involved in the Lagrangian partiletrajetory alulation an be found in [13℄, [15℄, [19℄, [6℄.3. SOLUTION ALGORITHMFor the numerial solution of the equations desribed in the preeding setion the physialspae has to be disretized. Therefore a boundary{�tted, non{orthogonal numerial grid isused. The grid is blok{strutured and onsists of hexahedral ells. The equations of uidmotion (1) are numerially solved on the basis of a olloated �nite volume disretization. TheSIMPLE method with onvergene aeleration by the multigrid tehnique method is applied,see [2℄. When a onverged solution for the uid ow �eld has been alulated, the predition ofthe partile motion is arried out. Therefore Eq.'s (3) and (4) are solved using a standard 4thorder Runge{Kutta sheme. In ase of two{way{oupled multiphase ow systems the soureterms SP aording to the PSI{Cell method are predited simultaneously during trajetoryalulation. After all partile trajetories are alulated the soure terms are inluded in theuid momentum equations and a new solution for the uid ow �eld is omputed. In the ase ofnegletable phase interation (so{alled one{way{oupling) a single iteration step is suÆientto obtain the solution for the uid and partile motion.The iterative algorithm for the numerial simulation of the oupled two{phase ow an besummarized as follows:1. alulation of a �rst solution for the uid ow �eld without taking the soure terms ofthe disperse phase SP into aount2. traing a large number of partiles through the ow �eld and omputing the soure termsSP simultaneously3. realulation of the uid ow �eld inluding the soure terms SP of the disperse phase4. repeating Steps 2 and 3 until the solution of the oupled equations has onverged.Copyright  2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2003; 41:1253{1271Prepared using dauth.ls



NUMERICAL SIMULATION OF DISPERSE MULTIPHASE FLOWS 1257

c o n t r o l  v o l u m e  w i t h  v a r i a b l e
a d d i t i o n a l  c o n t r o l  v o l u m eFigure 1. DOMAIN DECOMPOSITION FOR THE NUMERICAL GRID4. PARALLELIZATION METHODS4.1. Parallel Algorithm for Fluid Flow CalulationThe parallelization of the solution algorithm for the set of ontinuity, Navier{Stokes andturbulene model equations is arried out by the domain deomposition or grid partitioningmethod. Using the blok struture of the numerial grid the ow domain is partitioned into anumber of subdomains (Figure 1). Usually the number of grid bloks exeeds the number ofproessors, so that eah proessor of the parallel mahine (PM) has to handle a few bloks.The grid{blok{to{proessor assignment is given by a heuristially determined blok{proessoralloation table and remains stati and unhanged over the time of uid ow alulationproess. Fluid ow alulation is then performed by individual proessor nodes on the gridpartitions stored in their loal memory. Flow harateristis along the grid blok boundarieswhih are ommon to two di�erent nodes have to be exhanged during the solution proessby inter{proessor ommuniation, while the data exhange on ommon faes of neighboringgrid partitions assigned to the same proessor node an be handled loally in memory.4.2. Parallel Algorithms for the Lagrangian ApproahThe predition of the motion of the disperse phase is arried out by the appliation ofthe Lagrangian approah as desribed in Setion 2.2. In the following we onsider twoparallelization strategies. The Stati Domain Deomposition (SDD) method is the mostobvious and simplest one. It alulates all trajetory segments at the proessors, where theuid ow data are available from the ow alulation step. The method is easy to implementbut an lead to poor load balaning, beause the e�ort for alulating partile trajetoriesin general is not uniformly distributed in the ow domain even if there is a uniform partiledistribution at the inlet. An eÆient parallelization of Lagrangian solution algorithm has toCopyright  2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2003; 41:1253{1271Prepared using dauth.ls
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t i c l e  d a t aFigure 2. STATIC DOMAIN DECOMPOSITION (SDD) METHODFOR THE LAGRANGIAN SOLVERtake into onsideration that the distribution of the work load is not known apriori. TheDynami Domain Deomposition (DDD) method points out how this an be ahieved by amore exible onept for alulating partile trajetory segments inluding grid and ow dataprovision.Method 1: Stati Domain Deomposition MethodThe �rst approah in parallelization of Lagrangian partile trajetory alulations is theappliation of the same parallelization sheme as for the uid ow alulation to the Lagrangiansolver as well. In this approah geometry and uid ow data are distributed over the proessornodes of the parallel mahine (PM) in aordane with the blok{proessor alloation tableas already used in the uid ow �eld alulation of the Navier{Stokes solver. Furthermorean expliit host{node proess sheme is established as illustrated in Figure 2. The trajetoryalulation is done by the node proesses whereas the host proess arries out only managementtasks. The node proesses are idential to those that do the ow �eld alulation. Now thebasi priniple of the SDD method is that in a node proess only those trajetory segments arealulated that ross the grid partition(s) assigned to this proess. The partile state (loation,veloity, diameter, ...) at the entry point to the urrent grid partition is sent by the host tothe node proess. The entry point an either be at an inow ross setion or at a ommonfae/boundary to a neighboring partition. After the omputation of the trajetory segment onthe urrent grid partition is �nished, the partile state at the exit point (outlet ross setion orpartition boundary) is sent bak to the host. If the exit point is loated at the interfae of twogrid partitions, the host sends the partile state to the proess related to the neighboring gridpartition for ontinuing trajetory omputation. This redistribution of partile state onditionsis repeatedly arried out by the host until all partile trajetories have satis�ed ertain breakondition (e.g. an outlet ross setion is reahed). During the partile trajetory alulationproess the soure terms for momentum exhange between the two phases are alulated loallyCopyright  2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2003; 41:1253{1271Prepared using dauth.ls



NUMERICAL SIMULATION OF DISPERSE MULTIPHASE FLOWS 1259on the proessor nodes 1; : : : ; N from where they an be passed to the Navier{Stokes solverwithout further proessing.Poor load balaning an be a serious disadvantage of the SDD method, as shown later forthe presented test ases. Reasons for this behavior an be:1. Unequal proessing power of the alulating nodes, e.g. in a heterogeneous workstationluster.2. Di�erenes in partile onentration distribution throughout the ow domain. Situationsof poor load balaning an our e.g. for ows around free jets/nozzles, in reirulatingor highly separated ows where most of the numerial e�ort has to be performed by asmall subset of all proessor nodes used.3. Multiple partile{wall ollisions. Highly frequent partile{wall ollisions our espeiallyon urved walls where the partiles are brought in ontat with the wall by the uid owmultiple times. This results in a higher work load for the orresponding proessor nodedue to the redution of the integration time step and the extra e�ort for detetion andalulation of the partile{wall ollision itself.4. Flow regions of high uid veloity gradients/small uid turbulene time sale. Thisleads to a redution of the integration time step for the Lagrangian approah in orderto preserve auray of the alulation and therefore to a higher work load for theorresponding proessor node.Method 2: Dynami Domain Deomposition MethodThis method has been developed to overome the disadvantages of the SDD method onerningthe balaning of the omputational work load. In the DDD method there exist three lasses ofproesses: the host, the serviing nodes and the alulating nodes (Figure 3). Just as in the SDDmethod the host proess distributes the partile initial onditions among the alulating nodesand ollets the partile's state when the trajetory segment alulation has been �nished. Thenew lass of serviing nodes uses the already known blok{proessor assignment table from theNavier{Stokes solver for storage of grid and uid ow data. But in ontrast to the SDD methodthey do not perform trajetory alulations but delegate that task to the lass of alulatingnodes. So the work of the serviing nodes is restrited to the management of the geometry, uidow and partile ow data in the data struture presribed by the blok{proessor assignmenttable. On request a serviing node is able to retrieve or store data from/to the grid partitiondata struture stored in its loal memory.The alulating nodes are performing the real work on partile trajetory alulation. Thesenodes reeive the partile initial onditions from the host and predit partile motion on anarbitrary grid partition. In ontrast to the SDD method there is no �xed blok{proessorassignment table for the alulating nodes. Starting with an empty memory struture thealulating nodes are able to obtain dynamially geometry and uid ow data for an arbitrarygrid partition from the orresponding serviing node managing this part of the numerialgrid. The orrelation between the required data and the orresponding serviing node an belooked up from the blok{proessor assignment table. One geometry and uid ow data fora ertain grid partition has been retrieved by the alulating node, this information is loallystored in a pipeline with a history of a ertain depth, whih an be limited by an adjustableparameter. It has further to be mentioned that a serviing node proess does not have to beexeuted on a separate physial proessor, sine the work load is quite negletable. In urrentCopyright  2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2003; 41:1253{1271Prepared using dauth.ls
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Figure 3. DYNAMIC DOMAIN DECOMPOSITION (DDD) METHODFOR THE LAGRANGIAN SOLVERMPI implementations the serviing node proess is implemented as separate node proess andis exeuted in parallel to the orresponding alulating node proess on the same physialproessor. Furthermore the host proess is also exeuted on one of the N proessors of the PMkeeping the number of used proessors onstant in omparison with the Navier{Stokes solver.5. NUMERICAL EXPERIMENTS5.1. MIMD Computer Arhitetures and MPI ImplementationsThe di�erent parallelization methods are based on the paradigm of a MIMD omputerarhiteture with expliit message passing between the node proesses of the PM. Theimplementation uses an enapsulated ommuniation layer whih an operate on top ofstandard MPI or PVM ommuniation libraries (the latter from historial reasons). Usableommuniation libraries have to be in ompliane with MPI 1.1 or PVM 3.2 standard.Investigations presented in this paper were arried out on three di�erent omputerarhitetures. Most of the alulations have been performed on an AMD/Athlon PC luster oron the Chemnitz Linux Cluster CLiC. For performane omparison we used the CRAY{T3Eat the Dresden University of Tehnology. Table II summarizes the most important propertiesCopyright  2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2003; 41:1253{1271Prepared using dauth.ls



NUMERICAL SIMULATION OF DISPERSE MULTIPHASE FLOWS 1261Table II. PARALLEL COMPUTING SYSTEMSComputer Platform CPU Memory in MB NetworkPC{Cluster 12 AMD/Athlon, 600MHz 12�512 Fast EthernetCLiC 528 Intel P III, 800MHz 528�512 Fast EthernetCRAY{T3E 64 DEC Alpha 21164300MHz 64�128 GigaRingof the three omputer systems. The alulations on the PC lusters were performed with MPIdistributions of MPICH 1.2.0 and LAM{MPI 6.3.2. On the CRAY we used the Message PassingToolkit MPT 1.2.1.0 ontaining MPI and PVM message passing libraries.
(a)

(b)
Figure 4. FLOW THROUGH A BENDED DUCT: GRID BLOCKS, ABSOLUTEVELOCITY AND TWO PARTICLE TRAJECTORIES,(a) BENDED DUCT WITH BLADES, (b) BENDED DUCT WITHOUT BLADES5.2. Desription of the Test CasesTwo test ases are investigated. The �rst test ase is a dilute gas{partile ow in a three timesbended hannel with square ross setion of 0:2� 0:2m2. In all three hannel bends 4 ornervanes are installed, dividing the ross setion of the bend in 5 separate orner setions (seeFigure 4). The vanes are modelled as in�nitely thin solid walls within the ow region (non slipondition). The dut has been subdivided into 64 bloks, the number of �nite volumes for the�nest grid is 80�80�496 = 3 174 400; beause of the blades no more than three oarser gridsan be used for the multigrid method. This means that the oarsest grid with only two ellsCopyright  2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2003; 41:1253{1271Prepared using dauth.ls
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Figure 5. CONVERGENCE OF THESINGLE{ AND MULTI{GRID METHODON A SEQUENCE OF REFINED GRIDS Figure 6. PARALLEL EFFICIENCY OFTHE MG ALGORITHM ON CLiC ANDON A CRAY{T3Ebetween the blades has 10�10�62 = 6 200 �nite ontrol volumes. At the inlet an plug veloitypro�le with 10:0 m=s is given (ReF = 156 000), at the outlet a zero gradient ondition isimplemented. The partile phase with partile diameters of dP = 4; : : : ; 20 �m and a densityof �P = 2500 kg=m3 has initially a uniform onentration distribution over the inlet rosssetion of the dut. For eah of the test ase alulations 5000 partile trajetories have beenalulated. Similar on�gurations are used for e.g. pneumatial onveying of granular materialin hannels and pipes.The seond test ase di�ers from the �rst one by omitting the vanes in the hannel bends.This leads to the development of a ounter lokwise swirling uid ow and due to theentrifugal fores ating on the partiles to a strong separation of the partile phase from theuid ow. Demixing of the partile phase starts immediately after the �rst bend and leads tothe formation of a partile rope after the third hannel bend. This test ase has been introduedas an example of a strongly separated gas{partile ow in order to proof the suitability andperformane of the developed load balaning algorithms for suh kind of separated multiphaseows leading to poor parallel eÆieny with the so far used SDD method.5.3. Results5.3.1. Flow alulation The �rst test ompares the onvergene of two algorithms whihuse the multigrid (MG) method in di�erent way. The �rst algorithm, denoted as single{gridmethod, is the ommon SIMPLE method where only the pressure alulation is aeleratedwith the MG method. Although this inner MG method leads to a muh faster onvergene ofthe iteration for the omplete system the dependene of the number of iterations needed for apresribed auray on the number of unknowns annot be overome in this way. The seondalgorithm, denoted as multigrid method, applies the MG{method to the omplete system ofequations and uses the SIMPLE{algorithm as smoothing method and oarse grid solver. TheMG{aeleration for the pressure alulation is used additionally.In the test the ow through the bended dut with blades is alulated on a sequene of re�nedgrids. Figure 5 inludes single{grid runs on four grids (SG1 { SG4) with 10�10� 62 (oarsestgrid) up to 80�80�496 �nite volumes and multigrid runs starting on the two �nest grids (MG3,Copyright  2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2003; 41:1253{1271Prepared using dauth.ls



NUMERICAL SIMULATION OF DISPERSE MULTIPHASE FLOWS 1263MG4). N denotes the number of SG iterations or MG yles. The urves show that the numberof iterations for the SG method inreases while the number of MG yles remains onstant ifthe grid is re�ned. The total alulation times are dereased by the multigrid tehnique up to1% of the original SIMPLE method.By the way the alulations on the four grids pointed out that the solutions on the �nest gridan be onsidered to be mesh-independend.Figure 6 summarizes the parallel eÆieny of the MG method on the CRAY{T3E and on theCLiC for a series of runs on an inreasing number of proessors. All alulations are performedfor the bended dut with 64 bloks and 396 800 or 3 174 400 �nite volumes on the �nest grid.Generally the parallel eÆieny is better for the alulations on the CRAY. This is due to thefaster ommuniation network. Table III shows alulation times T al and the times neededfor data exhange T e for the runs on the oarser grid. While with a growing number of nodesthe ratio T e/T al remains onstant on the CRAY it grows from 0.42 to 0.8 on the CLiC.The run on the �ne grid demonstrates that on the CLiC the parallel eÆieny is fairly goodas long as the number of �nite volumes per node is not too small.More details of the parallelization method and further results for uid ow alulation an befound in [2℄.Table III. CALCULATION TIMES AND DATA EXCHANGE TIMES FOR ANINCREASING NUMBER OF NODESNumber of nodes 8 16 32 64CRAY: T al 1661 863 499 349T e 396 199 103 80T e/T al 0.24 0.23 0.21 0.23CLiC: T al 1022 669 449 249T e 434 400 330 200T e/T al 0.42 0.60 0.73 0.805.3.2. Partile alulation For the test ase alulations the total exeution time, alulationtime, ommuniation time and I/O time have been measured for the exeution of one iterationyle of the Lagrangian solver. This means the alulation of 5000 partile trajetories. Allalulations in this experiments have been arried out on the seond �nest grid level with40 � 40 � 298 = 396:800 CV's.Figure 7 shows the parallel eÆieny and total alulation times for alulations on bothtest ases with SDD and DDD methods vs. the number of proessor nodes.It an be seen from the �gure that the DDD method has a lear advantage over the SDDmethod. The advantage is less remarkable for the �rst test ase than for the seond one. Thisis due to the fat, that the gas{partile ow in the �rst test ase is quite homogeneous in respetto partile onentration distribution whih leads to a more balaned work load distribution inthe SDD method. So the possible gain in performane with the DDD method is not as large asfor the seond test ase, where the gas{partile ow is strongly separated and we an observepartile roping and sliding of partiles along the solid walls of the hannel leading to a muhhigher amount of numerial work in ertain regions of the ow. Consequently the SDD methodCopyright  2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2003; 41:1253{1271Prepared using dauth.ls
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Figure 7. PARALLEL EFFICIENCY AND TOTAL CALCULATIONTIMES VS. NUMBER OF PROCESSOR NODES; COMPARISON OFPARALLELIZATION METHODS FOR BOTH TEST CASESshows a lower eÆieny and the highest exeution times for the seond test ase due to poorload balaning between the proessors of the PM.The eÆieny of the work load balaning introdued into the Lagrangian approah by theDDD method is learly reeted in the alulation and ommuniation times measured forthe proessors of the PM. We onsider two runs for test ase 2 on eight proessors (withouta �gure). In the SDD method two nodes use the largest amount of alulation time (about90%) while the other nodes show up to 80% ommuniation (waiting) time. For the DDDmethod the distribution of work load beomes very uniform with alulation times of about90% on all physial proessors. This balaned work load behavior remains unhanged also forlarger numbers of proessors and leads to the signi�antly inreased parallel performane inomparison with the traditional SDD method.6. NUMERICAL SIMULATION OF THE FLOW IN A FLOW SPLITTERAs an example we present the appliation of the method to a ow in the area of powerengineering. The devie of interest is a so{alled bifurator whih is used in large oal{�redpower plants. This bifurator is belonging to the very omplex pipework between oal mills andburners that is neessary to ensure a preferably uniformly distributed supply of the burnerswith pulverized fuel from the oal mills even in the ase when single mills will turn out. Beauseof the omplexity, the pipework onsists among other things of a number of bends that ausethe emergeny of partile ropes mainly as a result of entrifugal fores.These ropes would inuene the distribution of the pulverized fuel to the burners in anegative manner. The result of suh an unequal supply of the burners with oal is a lowereÆieny and higher output of pollutants and must be avoided. That's why speial attentionis turned to the disintegration of the ropes. For these purposes the bifurator ontains veryomplex �xtures alled ri�e box (see Figure 8 (a) ). In detail it onsists of a system of 64di�erently inlined hannels and diretly attahed to these a system of vanes that lead the uxalternating to the both legs of the bifurator. If a rope meets the ri�e box, it is dispelled bythe hequerboard like system of hannels in several parts that are then distributed uniformlyto the both legs beause adjaent hannels always lead to di�erent legs.The investigation of the real objet is very diÆult beause experiments in a power plant atCopyright  2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2003; 41:1253{1271Prepared using dauth.ls
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(a) (b)Figure 8. (a) WHOLE RIFFLE BOX and (b) RIFFLE BOX, LOWER PARTwork are impossible and experiments for a model in original sale would be too expensive dueto the large dimensions of the rope splitting devie. Experiments are realized by A. Aroussiat the University of Nottingham on a third sale model. A part of the experiments has beenperformed with all internals (the omplete ri�e box). In this ase the partile mass owthrough the two outlets was measured. Veloity distributions where measured at three plaesin the pipes up and downstream the bifurator without the internals.The onstrution of a numerial grid is quite diÆult beause of the omplex struturemainly of the ri�e box. First of all the 64 hannels inlined against eah other (see detail ofthe grid in Figure 9 (a) ) are a serious problem espeially for a strutured grid that onsistsof hexahedrons (see detail of the grid in Figure 9 (a) ). So the grid in this region has to splitalternating into di�erent branhes that pass either a left inlined or a right inlined hannel.To realize this, a thin layer between the sets of left and right inlined hannels is not belongingto the gridded area and form a thin wall of �nite thikness. After the passing of the hannelsthe grid unites again and must map to the guiding vanes that lead alternating to the leftand the right leg of the bifurator and forms a triangular struture (see detail of the gridin Figure 9 (b) ), whih is also diÆult to grid with hexahedrons. In this ase the triangle isdivided into 3 quadrangles. The shape of these quadrangles is determined by the guiding vanessitting on the triangles that lead either to the right as seen in Figure 9 (b) or (alternating)to the left. The position of the guiding vanes marks the blok boundaries in the interior ofthe triangle that ause another diÆulty. Sine the grid is strutured, the subdivisions on thelonger (outside of the triangle) edge are to �nd on the opposite edge. That means a onsiderableontration of the grid within these bloks and simultaneously so{alled bad angles that are ageneral problem in the omplex bifurator geometry.The result of the grid generation proess are grids with about 2 millions of ells depending onthe onrete ase of appliation. The examples di�er for instane from the form of the inomingow region. So the inlet hannel geometries had been varied for di�erent real installationCopyright  2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2003; 41:1253{1271Prepared using dauth.ls
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(a) (b)Figure 9. RIFFLE BOX: (a) LOWER PART, DETAIL; (b) UPPER PART, DETAILonditions of the bifurator (straight or bended inlet; varying inlet hannel length).The omputations were performed on a luster of 12 PC with Athlon proessors runningunder the operating System LINUX. The preditions start with an uniformly distributed inletveloity of 30 m/s.Results of the omputations an be seen in Figures 10 and 11. Figure 10 gives an impressionof the omplex blok struture espeially in the region of the rope splitting ri�e box. Onthe other hand there are slies through the geometry that show the ontour of the �eld ofthe resulting absolute veloity, where the veloity inreases from blak to white (blak: 0 m/s;white: 36 m/s). Good to observe is the ow through the 64 inlined hannels. The ow throughthe upper part of the ri�e box an be seen in the highest of the three horizontal planes andshows the alternating distribution to the left and the right leg of the bifurator. The illustrationof the omplex ow is ompleted by the slie in a plane perpendiular to the others.In Figure 11 the operation of the ri�e box is illustrated by drawing a number of partiletrajetories. The partiles were injeted in the stream in a ross setion that forms a distintrope, whih would leave the bifurator ompletely through one leg in absene of the ri�e box.But the rope is distributed relatively uniform to both legs due to two e�ets: First the ropeis dispersed only under the inuene of the turbulent motion in the ow and therefore entersmore than one of the 64 hannels. Seondly the rope is distributed by the ri�e box to the bothlegs, beause a partile is guided through the other leg, when it enters an adjaent hanneleven in the ase when the rope is situated very lose to one wall (or leg). This situation an befound e.g. when a bend is lose to the inlet of the bifurator. In addition to the trajetories inFigure 11 a number of statistial quantities of the partile phase was investigated. For examplethe distribution of the mean partile diameter (Figure 12) and the partile number density(Figure 13) was predited by traking 450 � 450 = 202500 partiles through the geometry. Toobtain a non{uniform distribution of the basi ow and the partile phase in front of the ri�eCopyright  2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2003; 41:1253{1271Prepared using dauth.ls
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Figure 10. SHADED CONTOURS OF THE ABSOLUTE VELOCITY IN THE BIFURCATOR,(BLACK: 0 m/s; WHITE: 36 m/s)

Figure 11. PARTICLE TRAJECTORIES IN THE FLOW SPLITTERbox, a 90 degrees bend is added in the input region that auses an enrihment of partileson the left hand side of the ross{setion. Espeially the partiles of higher diameters werearried to the left beause of their higher mass and the resulting higher inertia (see Figure12). The priniple funtion of the bifurator with the ri�e box is good to observe. AlthoughCopyright  2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2003; 41:1253{1271Prepared using dauth.ls
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Figure 12. DISTRIBUTION OFMEAN PARTICLE DIAMETER(BLACK: 4�m; WHITE: 20 �m) Figure 13. DISTRIBUTION OFMEAN PARTICLE NUMBER DENSITY(BLACK: 0 s�1m�3; WHITE: 1010 s�1m�3 )the partiles were to �nd mostly on the left of the ross-setion in front of the bifurator, theri�e box makes sure that the partile mass ow is subdivided nearly uniformly to both legsof the bifurator. Also to observe is the funtion of the guiding vanes espeially in the upperparts of the ri�e box. The partiles onentrate near these vanes due to inertial e�ets andform ertain ropes (the white areas in Figure 13) that will be redistributed upstream over thewhole ross-setion by turbulene e�ets.The prinipal funtion of the rope splitting devies was investigated in a number of experimentsat the University of Nottingham. The bifurator was operated ompletely without internals,only with the lower part of the �ttings and with the ombination of the lower and upper part(the omplete ri�e box). The mass ow throughout the two outlets was reorded. A goodfuntion of the rope splitter was only to observe, when the omplete internals were used. Thisresult isn't muh surprising, beause only the ombination of lower and upper part of the ri�ebox ensures that the mass ow through adjaent �elds of the lower part is guided to di�erentlegs of the bifurator and so ropes are splitted.A major problem in suh large 3d Lagrangian partile simulations is the statistial reliabilityof the obtained results. Even the high number of 202500 partiles an not ensure that everygrid ell is rossed by at least one partile. The omparison with a alulation with 102400partiles, however, shows that the hosen number is ompletely suÆient to point out thebehaviour of the partile phase. For integral quantities as the mass ow rate through theoutlets still fewer partiles give quite reliable results. For the two outlets of the bifuratorwe obtained the partile mass ow ratios 48.14:51.86 with 22500 partiles, 48.93:51.07 with102400 partiles and 48.74:51.26 with 202500 partiles.The results of the omputations are ompared with measurements of the ow in a bifuratorCopyright  2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2003; 41:1253{1271Prepared using dauth.ls
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(a) (b)Figure 15. COMPARISON OF (a) MEASURED and (b) COMPUTED VELOCITYCOMPONENTS IN AN OUTLET OF THE BIFURCATORwithout internal �ttings (ri�e box) and with a long pipe inlet inluding three bends at theupstream side, beause experimental data of the veloity distributions were available only forthis ase. For the purpose of veri�ation of our omputational results the existene of internalsis not mandatory.As an example for the omparison we present veloity distributions in one of the legs ofthe bifurator. The measurements were done in a retangular measuring area situated in themiddle of the pipe (viewing window for the PIV measurements), where the lower left ornerorresponds with the origin of the X-oordinate. The omparison is diagrammed in Figure14 (a) and (b). V is the veloity omponent in the main ow diretion and U the appropriateretangular one.Generally it is to realize, that the omputations haraterize the prinipal behaviour of theow. So a double helix of partile ropes arising from the bends is fully reprodued alsoin the numerial simulations whereas the omparison at a ertain ross setion sometimesshows di�erenes onerning the preise position of the rope. This is due to some inevitableCopyright  2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2003; 41:1253{1271Prepared using dauth.ls



1270 K. BERNERT ET AL.di�erenes in the initial onditions between experiment and omputation. (For example theuniform veloity and onentration distributions in the inlet ross setion are hardly to obtainin the experiments done on the test rig.) Consequently some more or less di�erent resultsare to observe between experiment and omputation if the veloity distributions along a well-de�ned ross setion are ompared. This is illustrated in Figure 15 (a) and (b). The thinlines in (a) represent a ertain number of measurements and show thereby the utuations inthe ow. The thiker lines are trendlines and represent a ompensation of these utuationsover the time. Figure 15 (a) is therefore also an example for the diÆulties and reliabilityof the measurements in suh omplex uid-partile ows. Nevertheless the distributions oflongitudinal veloity omponents from experiments and from the numerial preditions werefound to be in qualitatively good agreement. The di�erenes between the absolute values mayresult from the above mentioned diÆulties onerning the onsistene of experiment andomputation and from unertain measurements.7. CONCLUSIONSThe paper presents the parallelized ode MISTRAL/PartFlow{3D for the simulation of two{phase ows on omputers of MIMD type. The ode inludes a multigrid aelerated SIMPLEmethod for the uid phase and two algorithms for the disperse phase, alled Stati DomainDeomposition (SDD) and Dynami Domain Deomposition (DDD) method. Performaneresults are given for two typial test ases. The CFD ode and the DDD method show a fairlygood parallel eÆieny on a PC luster with FastEthernet network.The suitability of the ode for solving real problems from engineering is demonstrated withthe appliation of the method to a uid{partile ow in the �eld of power engineering. Theode is applied to a quite omplex tehnial omponent, the so{alled bifurator. The funtionof the ri�e box within the bifurator ould be simulated. Solutions ould be obtained for thebasi gas ow and for the motion of the partile phase.REFERENCES1. Bernert, K. � -extrapolation � theoretial foundation, numerial experiment and appliation to Navier-Stokes equations. SIAM J. Si. Comput. Vol. 18, No. 2, 1997.2. Bernert K, Frank Th, Shneider H, Pahler K. Multi{grid aeleration of a SIMPLE-based CFD-odeand aspets of parallelization. IEEE International Conferene on Cluster Computing { CLUSTER 2000,November 28.{Deember 2., Chemnitz, Germany, 2000.3. Brandt A, Dinar N. Multigrid solutions to ellipti ow problems. In: Numerial Methods for PartialDi�erential Equations, Parter S. v. (ed). Aademi Press, New York London Toronto Sydney San Franiso,53{147, 1979.4. Byrde O, Sawley ML. Parallel omputation and analysis of the ow in a stati mixer. Computers & Fluids,Vol. 28, 1{18, 1999.5. Caretto LS, Gosman AD, Patankar SV, Spalding DB. Two alulation proedures for steady, three-dimensionbal ows with reirulation. Pro. Third Int. Conf. Numer. Methodes Fluid Dyn., Paris, 1972.6. Crowe CT, Sommerfeld M, Tsuji Y. Multiphase ows with droplets and partiles. CRC Press, 1998.7. Ferzinger, JH, Peri�, M. Computational Methods for Fluid Dynamis. Springer, Berlin Heidelberg, 1996.8. Fohanno S, Oesterle B. Analysis of the e�et of ollisions on the gravitational motion of large partiles ina vertial dut. Int. J. Multiphase Flows, Vol. 26, No. 2, 267{292, 2000.9. Frank Th. Numerishe Simulation der feststo�beladenen Gasstr�omung im horizontalen Kanal unterBer�uksihtigung von Wandrauhigkeiten. PhD Thesis, Tehn. University Bergakademie Freiberg, Germany,1992.Copyright  2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2003; 41:1253{1271Prepared using dauth.ls
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