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ABSTRACT

Fluid mechanics of air-water slug flows in horizaintircular pipes is investigated using detailed,
transient, 3-dimensional Computational Fluid DynesniCFD) simulations. The inhomogeneous two-
phase or mixture model combined with the interfsttarpening (free surface) algorithm, implemented
in the commercial CFD code CFX-5.7, has been us@ddadict the transition of a segregated air-water
flow into slug flow regime. Several cases have hiagastigated, where the length of the circularepip
segment, the applied boundary conditions (periadic inlet/outlet BC’s) and the initial/transient
perturbation of the free surface have been vakiéith the developed CFD model the slug formation
and propagation along the circular pipe can subugsde predicted and can be studied in great
detail. Typical slug flow characteristics like egug frequency, slug length and slug propagation
speed have been determined from numerical simoktmd are compared to available experimental
data. Despite still existing uncertainties in btile experimental data and the numerical model the
obtained numerical slug flow characteristics areessonably good agreement with the experiments.
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1. INTRODUCTION

Slug flow is a quite common multiphase flow regimehorizontal pipelines and channels, which can
be potentially hazardous to the structure of tipe giystem or to apparatus and processes following t
slug flow pipe section due to the strongly osditigtpressure levels formed behind liquid slugs.a&re
of application are the chemical and process ingusdrwell as safety research and thermo-hydraulic
engineering for nuclear power plants. It is the aifrthe present paper to study the feasibility and
accuracy of CFD simulations for an air-water sllogvfin horizontal circular pipes applying different
numerical approaches and variations in boundargitions.

1.1 The phenomena of slug flow formation

For finding a suitable strategy for the numeridatidation of slug flow it is helpful to have a chrs
look on the physical mechanisms leading to the pimema of formation of slug flows in circular
pipes. A flow in a horizontal circular pipe of diater D, which is initially filled with 50% volume
fraction of the gaseous phase and 50% of the liphase, is considered. If the phases are initatlly
the pipe inlet homogeneously mixed, then demixing tb gravitation and buoyancy occurs within a
length of a few pipe diameters (~10D) for an aitevanixture with 1m/s superficial velocities of hot
phases in the inlet cross-section. Afterwards, @hasparate by a free surface, where the uppeofhalf
the pipe is occupied by the gaseous phase andwlez half by the liquid phase. The shape of the fre
surface mainly depends on initial agitation, disturces arising from the inlet conditions and frowe t
inlet or mixing devices used for the injection bétgaseous phase in the pipe. Further downstream th
development of the free surface shape mainly dependhe gaseous and liquid velocities, i.e. from
the velocity difference at the interface. Due tdIvréction, the liquid phase is decelerated aldhg
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pipe and due to incompressibility and conservatibivolume of the liquid phase, the free surface
separating both phases is slightly rising with @asing pipe length. This leads to congestion of the
cross sectional area above the free surface aedudting acceleration of the gaseous phase in the
upper half of the pipe flow. Consequently, the e#lodifference at the phase interface increades. |
critical velocity difference between the two phasesxceeded, the phase interface becomes unstable
and wavy structures develop. The acceleration @fgédseous phase in regions of highest liquid wave
amplitude leads to a reduction of the gas pressumigh in turn reinforces the build-up of the waves
Finally, this leads to the formation of a liquidigland complete blockage of the pipe cross-sebttjon
the liquid phase. The blockage of the cross-segliarea by the liquid slug gives rise to steepqunes
gradients in the gaseous phase. The liquid slutpvg driven and accelerated by the upstream gas
flow. The observable liquid slug and slug frontoglies exceed by far the velocities in the fliagidr

in the lower half of the pipe. Depending on theepg@ometry (length and cross-sectional area) and th
gas and liquid flow rates, the slug flow can forratable flow regime, where liquid slugs are moving
over long pipe distances.

In other cases depending on the inlet conditions@pe cross-sectional area, the velocity of the
liquid slug front is slower then the wave propagatspeed of a surface wave running downstream of
the slug front in the pipe direction. In that céise liquid slug disintegrates after a certain diseaof
propagation due to loss of a critical fluid masetated in the liquid slug. The pipe cross sectomo
longer completely blocked by the liquid phase dmel gaseous phase can pass over the liquid slug,
resulting in a rapid drop of the pressure levelimeithe liquid slug. This regime usually resultsain
complete disintegration of the liquid slug and teepetition of the whole slug formation process
further downstream.

From these basic observations on the mechanissdmigto slug flow regime it is obvious, that
an attempt of a numerical simulation of this flovogess should be based on the 3-dimensional and
transient prediction of the two-phase flow. Furthere, since wall friction and blockage of the cross
sectional area by the liquid phase are key fadtwrthe formation of slugs, it can be understobdt &
2-dimensional simulation will often not show slugv formation for flow conditions, where slug flow
can be observed in the experiment, since side weffdicts are not taken into account in a 2-
dimensional simulation. For the same gas and flloid rates and for the same cross sectional area
flow in cylindrical pipes will earlier tend to slutpw regime than flow in a square channel duento t
congestion of the cross-sectional area with inangdguid level in pipes.

1.2 Numerical simulation of slug flows

Due to the transient and 3-dimensional charactehefslug flow regime and the resulting numerical
effort only few attempts of numerical simulationvlabeen made. Taking the considerations
mentioned above on the slug formation processantmunt, in principle three different computational
approaches can be applied for the simulation dzbotal slug flows:
“Frozen slug” in a domain with moving wall boundzsj where the absolute value of the
prescribed wall velocity is equal to the slug piggton velocity in the pipe. The slug
propagation velocity, the slug length and sluggeehave to be known in advance.
Transient 3-dimensional simulation in a short cotapanal domain with periodic boundary
conditions. A driving pressure force has to be gnibed to compensate the pressure losses
due to wall friction. Furthermore it has to be arsl) that the geometrical dimensions of the
computational domain do not affect the computed 8lww length and time scales.
Transient 3-dimensional simulation of slug flow anlong pipe segment with inlet/outlet
boundary conditions. In this case the formatioslog flow is largely determined by the exact
approximation of the experimental inlet conditidosthe numerical simulation. In contrary to
the other approaches, no additional experimentaiviedge about the slugs is required in
order to setup the numerical simulation. Integlameters like e.g. slug length, period and
pressure oscillations are a direct result of thé Gimulation and can be compared with
experimental data.
The latter of the three computational approachesiges the highest predictive capability, alsosit i
the most computational intensive approach.
In the past most investigations of the slug fl@gime in horizontal pipelines and channels have
been carried out on test rigs. Only few publicati@re known, in which the 2- or 3-dimensional,
transient simulation of horizontal slug flows haeb attempted. Kunugi et al. (1999) used a multi-
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interfaces advection and reconstruction solver (AR volume tracking method) for a direct
numerical simulation of a 2-dimensional air-watkrgsflow in horizontal planar channel. Numerical
predictions were carried out for a duct of 0.1ngheiand 3.0m length. For an initial gas velocity of
Us=9.0m/s, initial gas void fraction @=0.4 and water at rest growing instabilities dep#lg to slug
flow at L~1.7m had been observed in the numerigaukations. Comparison of predicted slug
positions with experiments showed good agreementvéoying initial gas velocities and void
fractions. The reported mesh element size i&,0which results in a quite coarse numerical mesh
with respect to a two-phase DNS of only 3.000 melsiments. Extremely small time steps 0’40
were used for the transient numerical simulation.

Ujang (2003) provided a 3-dimensional numericatlgtaf the turning of Taylor bubbles in downward
directed two-phase flow in inclined circular pipé®. the prediction of an upward moving Taylor
bubble in a downward directed water flow. This diion belongs to the “frozen slug” type, where a
moving wall boundary was used in order to keep Taglor bubble in the computational domain.
Additional assumptions of symmetry along the veitipipe diameter allowed the reduction of the
computational domain to a semi-circular pipe segnoéi5D with a total mesh resolution of approx.
25.200 grid cells. Simulations were performed veithinhomogeneous two-phase flow model, where
Reynolds-averaged Navier-Stokes equations are d¢ofee both phases. A surface sharpening
algorithm was used to avoid interface smearing. Wéecity of bubble turning has been determined
from this 3-dimensional slug flow study and a clageeement with air-water experimental data in a 1
inch diameter pipe for a downward angle of*-d&as obtained.

Hoéhne (2004) presented 3-dimensional simulatidriteodeveloping slug flow in a short channel
with rectangular cross section using the inhomogesdwo-phase flow mixture model of CFX-5.7,
where the general numerical approach is based em#thodology provided in the report of Frank
(2004). Experimental data of Vallée & Siuhnel (200v@ve been used for the transient pressure
boundary conditions on the inlet and outlet of thwannel. Simulation results show the transient
formation of slugs and agree qualitatively well lwiideo observations on the experimental test
facility at Research Center Rossendorf, Institdt&afety Research (FZR). Predictions show at the
location of pressure transducers in the test sedtie characteristic strong pressure increase gt
transition of liquid slugs. But the predicted arpdie of pressure increase in the gaseous phase
showed quantitative differences to the experimedtaigd, which need further investigation.

Other publications are aimed to the numerical fatran of the rise of large Taylor bubbles in a
stagnant liquid in vertical pipes. Similar numeticaethods like homogeneous or inhomogeneous
VOF are applied to this class of gas-liquid flowirees. The assumption of a stagnant fluid in tipe pi
leads to certain simplification of the simulatiask in comparison with the simulation of horizontal
slug flow. Furthermore, the free surface forming thterface between the gaseous and the liquid
phases shows a stable shape for Taylor bubblesramsient wave propagation and gas entrainment
into the liquid can be neglected in many cases.ijyama et al. (1996) used an inhomogeneous VOF
method for the prediction of the influence of E&\J&o) and Morton (Mo) numbers on the terminal
rise velocities and Taylor bubble shapes. Calautatiwvere performed in a relative coordinate frame
(“frozen plug” approach), where a constant downwaall velocity was prescribed. Additionally
calculations have been carried out on a 2-dimeasioomputational domain (r-z) assuming axial
symmetry of the Taylor bubble, thereby neglectimmp-symmetric flow phenomena in the trailing
wake behind the rising Taylor bubble. Results wesenpared to experimentally observed Taylor
bubble shapes obtained by photography and showed ggreement for the investigated range of Eo
and Mo numbers.

Similar 2-dimensional simulations of rising Tayloubbles through stagnant liquids in vertical
tubes have been published by Bugg et al. (1998pmogeneous Volume of Fluid (VOF) method was
used for the prediction of Taylor bubble ternhindse velocities and film thickness for
10EECE100 an 10%Mo£10". Predicted axial-symmetric velocity profiles irofit and behind the
Taylor bubble as well as film velocities have beswcessfully compared to literature data. Under
certain conditions (Fr>0.3) recirculation zones avpredicted behind the trailing edge of the Taylor
bubble. In reality they will lead to a 3-dimensibfiaid flow behind the bubble, which could not be
detected by the numerical approach.

3-dimensional transient simulations of Taylor bleblising and coalescence have been reported
by Anglart & Podowski (1999) using the homogened@ method of CFX-4. Taylor bubble shape
and terminal rise velocities were successfully ted and the time-dependent coalescence process of
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two Taylor bubbles has been studied. Results shwav strong 3-dimensional character of the
coalescence of Taylor bubbles due to elongatidhetrailing bubble from the pipe centerline, which
is mainly caused by pressure fluctuations in thebbeiwake of the leading Taylor bubble.

2. EXPERIMENTAL INVESTIGATION OF SLUG FLOW

Numerical simulations described in this paper wesed on experiments carried out at the Lehrstuhl
fur Thermodynamik (TD/TUM) at the TU Munich, Gernya®\ more detailed description of the linear
part of the slug flow test section and its instratagon used at TD/TUM can be found in Lex (2003).
The horizontal test section consists of a Pyree pifih D=54mm and a pipe length of about L=9.0m,
which corresponds to approximately 170 D. Air angtew are mixed homogeneously in a pipe T-
junction at L=0.0m, while air and water volume floates can be adjusted in a certain range. The gas
and liquid inlet conditions are monitored by flowetars. The Pyrex glass pipe section allows video
observation of the flow development. Pressure eaméasured at 9 different locations along the pipe.
The gas volume fraction distribution is measure@roitrme at L=8.0m with wire-mesh sensors
manufactured by the Research Center Rossendorf)(HZRir spatial resolution is 16x16 wires over
the cross-sectional area of the pipe.
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Figure 1: “Virtual top and side view” of slug flow in the hontal pipe test section reconstructed
from wire-mesh sensor data.

The measurements result in time series of gas fvaddion distributions over the measurement
cross-section. These data allow the predictiomtagral and time-averaged values characterizing the
slug flow. Furthermore, “virtual side views” of tlaial void fraction distribution can be construtte
from these data by plotting the sensor data awéntcal symmetry plane over time (see Fig. 1). In
contrary to the use of wire-mesh sensors for measemts of fully developed, quasi-stationary void
fraction distributions in vertical dispersed bubBbyws, this information from the “virtual side wies”
for slug flows is not directly comparable with alrside view at a given moment in time obtained
from the numerical simulation, since slug flow isrmanently evolving over the pipe length.
Moreover, similar “virtual side view” plots have be constructed from the numerical simulation for
direct comparison. Time series of pressure in thsegus phase can be obtained from pressure
measurements at different pipe locations. Thesgspre measurements can be used for comparison
with numerical simulations, if they can be synclized with respect to the time of slug transition at
the measurement location.

3. NUMERICAL SOLUTION ALGORITHM

3.1 The Multiphase Flow Model

If we assume, that gaseous and liquid phases irsltlie flow regime are fully segregated, then it
seems to be the most appropriate and economicebagpto use the homogeneous VOF method with
shared velocity field assumption for this type pplcation. In this case only one set of Navierket®
equations for the gas-liquid mixture together witlo volume fraction equations and turbulence model
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equations are solved. However, experimental obsensashow that on the leading front of a liquid
slug the flow tends to form breaking waves, drapketd liquid ligaments. These partial phenomena
can lead to gas entrainment into the liquid ph&sgce in the homogeneous model both phases share
the same velocity field, phases are demixing otiyough 3-dimensional motion and not by
interpenetration of phases. This usually leadseaiayed demixing times and a generally different
behavior of the multiphase mixture in areas of argas entrainment.

Therefore the numerical simulations presented i;work are based on the CFX-5.7 two-fluid (or
multifluid) Euler-Euler approach. The Eulerian miwdg framework is based on mass-weighted
(Favre) averaged mass and momentum transport egsdor all phases, gas and liquid. Regarding
both phases as continua, which are segregatedxedrat a macroscopic level (mixture model), these
equations without mass transfer between phases read

%(rara)+|§|.(raraua):0 (1)
%(raraua)+ﬁl.(rr U, AU, ) :N.(gn; U, +(RU, )T))-g Np+r £ g+F, )

a a-a

whereU ; represents the velocity field of phaséwith a=L for the liquid anda=G for the gaseous
phase), 4 - volume fractiony , - density, p - pressurey, - viscosity, g - gravitation and,Fepresents
the drag force due to momentum transfer at thefade between phases. The liquid and gaseous
phases are coupled through the interfacial diggMRich can be expresst#dough a drag coefficient
Cp and the interfacial area density,A

Foo=Colau Ay (U, - U,) ®3)

with:

or,r
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The user supplied phase specific length scales besr set to &4d,=0.001m under the assumption,
that entrained droplets or gas bubbles are appairignof this size for the given type of flow. Siani
results have been obtained in the numerical plied&tusing a drag law derived by Ishii (1990, p. 37
for gas-liquid slug flows instead of Newton’s dilag:

C,=9.8(11,)° (5)

where  is the volume fraction of the gaseous phase. Alsoquite uncertain whether this macroscale
drag law can be applied to the microscale inteafgmiocesses between the two phases.

For the present simulations the two-phase mixtonoglel described above have been combined
with the CFX-5 free surface model. Hereby the sigfi@nsion at the interface has been neglected. The
free surface model implemented in CFX-5 consista olumerically compressive advection scheme,
which is often referred to as interface capturifige model applies a controlled downwinding scheme
(based on the high-resolution TVD advection schahwsving for blending factorb>1) to the volume
fraction equations in order to avoid smearing @f ititerface between the two phases due to numerical
diffusion of the solution algorithm. Here a blenglifactor ofb=0 recovers the first-order upwind
scheme, wittb=1 this scheme is a second-order upwind biasedhseland withb=2 would result in
an advection scheme, which is as anti-diffusivanjoessive) as the first-order upwind scheme is
diffusive. More in-depth details of the CFX-5 frearface algorithm can be found in Zwart et al.
(2003) and Zwart (2005).

In principle it is possible to apply a homogeneturbulence model to both phases. In the present
case no or too small damping of the turbulence eleerved at the interface, particularly for the gas
phase. Also with fluid-dependent turbulence modgépplied to both phases separately (e.geak-
k-w model applied for each phase) the turbulence ptiegeof one phase propagate nearly without any
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damping at the free surface into the area occupjethe other phase. A secondary effect of these
problems in turbulence modeling for fully segredaftows is the occurrence of non-physical gas
velocities at the free surface. In order to improle turbulence modeling for the segregated flow
simulation a fluid-dependentw-turbulence models for each phase was used. Addltiodamping of
turbulent diffusion at the interface between the tphases has been taken into account by an
appropriate source term in theequation of the following form:

— 2 — 6na — ka
S,|, = 1,1,0.07% wi, . Wy, _CD”E , om, =1 w ©6)

where Gy, has been set to a “large” value (in case of tlesgmt simulations ;=1000.0 was used).

For the gaseous and liquid phases standard physagerties for air and water atZ5and at a
reference pressure of 105500 Pa were used. Fih#ycoupled system of transport equations was
solved with the commercial CFD package CFX-5.7 gigire high resolution advection scheme and a
second order backward Euler time integration scheme

Mesh description Pipe Pipe Spatial mesh resolution No. of
dlamDeter length L No. of grid | No. of grid grid cells

cells in pipe| cells along
cross-section | the pipe

0.054m 4.0m 249 250 73.500

Grid 1, 4m long pipe

(periodic boundary conditions)
Grid 2, 8m long pipe

0.054m 8.0m 249 500 147.00Q

(inlet/outlet boundary conditions)

Table 1: Parameters of finite volume meshes.

3.2. Finite Volume Meshes and Boundary Conditions

For the slug flow simulation in a horizontal pipersnetry with respect to the vertical plane at za®.0
has been assumed. Therefore hexahedral meshéslihcglinder have been generated using the mesh
generation tool ICEM/CFD-Hexa. For the differentmarical simulations described in more detail in
the next section, two different numerical meshegeehaeen generated. Geometrical dimensions and
grid resolutions of the numerical meshes were sshawn in Table 1.

Two different types of numerical simulations haween carried out. For the first slug flow
simulation on Grid 1 periodicity of the flow wasréed by assigning periodic boundary conditions to
the half-pipe cross sections at x=0.0m and x=4l@na second series of simulations (Grid 2) these
periodic boundary conditions have been replacethley and outlet boundary conditions, which will
be described later. The wall of the horizontal pifges been set as hydraulically smooth walls with
non-slip boundary conditions applied for the gaseaud liquid phases. For the transient simulations
velocity fields of air and water phases were iligted with their inlet values in the area, where th
phase is present at T=0.0s.

4. NUMERICAL SIMULATION OF HORIZONTAL GAS-LIQUID SL UG FLOW

4.1. Slug Flow Simulation with Periodic Boundary Caditions

Initially shorter pipe segments with L=1.0m and LG® had been used in this study for slug flow
simulations with periodic boundary conditions. Buwas found, that these simulations showed a
significant influence and interference of the pditoboundary conditions with the developing flow
regimes. So finally, Grid 1 was selected for thawations with periodic boundary conditions. The
length of L=4.0m was chosen in order to minimize disturbance of slug formation due to prescribed
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periodicity. This selection was based on the expental observation of a mean slug length of about
1.8m for the given inlet and flow conditions. Aimcawater were initially fully segregated. The volim
fraction distribution of the gaseous and liquid gd&in the computational domain was initializechwit
a mean gas and liquid volume fraction of 0.5 asthasoidal disturbed free surface with a liquidelev

y; following the function:

. X
Yi :yo+A1 sin ZPF (7)
|
with y,=0.0m, A=0.1D and p=0.5L. The wavelength again has been determinesiniiarity to the
experimental observations for the mean slug lebgthex (2003). The initial velocities of the gaseou
and liquid phase were set tg:xlJ,=2.0m/s (¢=v.=1.0m/s gas and liquid superficial velocity). The
driving pressure force was again correspondingrieean pressure drop in the experiments of approx.
DP=800 Pa/m.
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Figure 2: Slug flow simulation in a 4m long pipe with periodoundary conditions; iso-surface corresponds to
liquid volume fraction of 0.5 (T=0.57s)
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Figure 3: Superficial velocity distributions for the gaseaarsd liquid phases in the vicinity of the liquid glu
(x=1.0m-3.0m, T=1.24s)
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Figure 4: Slug propagation in a 4m long pipe with periodi€B iso-surface corresponds to liquid volume
fraction of 0.5 (view left to right, top to bottormx=1.0m-3.0m, T=1.21s-1.34s); symmetry plane at.@s0
shows the pressure distribution.
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In the transient CFD simulation, the preset simdsloifree surface structure was quickly
transformed into a free surface showing two wawecsires (Fig. 2) within the computational domain
of L=4.0m with an almost flat phase interface betwéhese two surface waves. The formation of the
first liquid slug started after T=1.21s at x~1.4Fhe time series of this slug formation is showiiig.

4 for the time period of T=1.21s-1.34s. The slugveha complete blockage of the pipe cross-sectional
area but has duration of only about 0.05s. A newidi slug is build up afterwards. The semi-circular
pictures in Fig. 4 show the void fraction distriloat in cross sections at x=1.0m, x=2.0m and x=3.0m.
At the central symmetry plane z=0.0m the pressigtilolition is visualized. The location of the iso-
surface separating the two phases correspondspi@dicted volume fraction of 0.5. Due to the
sharpness of the free surface in the numerical lation, this location can be regarded as the true
location of the free surface in the slug flow. Atitahially, Fig. 3 shows the superficial velocity tilis
butions for the gaseous and liquid phases for H<lif the vicinity of the liquid slug. It can be
observed that the superficial air velocity is ab@uimes higher then the superficial water velacity
While the water velocity is at a quite low levelaifout y~2.5m/s in the liquid bottom layer, the fluid
gets strongly accelerated in the liquid slug t@eties of about 5-6m/s.

The 3-dimensional CFD simulations on the 4m longepsegment with periodic boundary
conditions have clearly shown the feasibility afigslflow simulation with the available multiphase
flow model. The combination of the multiphase migtmodel with the free surface model ensures the
sharpness of the phase interface over long comgpuoéhttimes and with complex transient
transformation of the free surface separating gakliguid. Nevertheless, the periodicity assumption
for a pipe segment of given length has also twoomdisadvantages. The numerical simulation needs
an a priory known and prescribed pressure dropdthtion, the length of the pipe segment useden th
simulation might affect the length scale and pewbdhe liquid slugs in the computational domain.
Both disadvantages can be avoided with the follgwinmerical approach.

Pressure (Central Plane)

[Pa] ¥

Figure 5: Pressure distribution for a liquid slug at T=4.08kIg visualized as iso-surface of water volume
fraction at r=0.5

4.2. Slug Flow Simulation with Inlet/Outlet BCs anda Periodically Agitated Free
Surface

The 3-dimensional slug flow simulations with ingetd outlet boundary conditions were carried out on
Grid 2. The length of the pipe segment of L=8.0rmadt corresponds to the length of the
experimental test section of TD/TUM. Again the voki fraction distribution for both phases in the
computational domain was initialized in corresponme to the sinusoidal disturbance of the free
surface separating gas and liquid as it was useébemrevious case. Four complete periods of the
sinus function fit into the computational domaiimce the same parameters of the sinusoidal function
for the initial liquid level in the pipe were usdd.contrary to the periodic BC flow simulation tims
case transient inlet boundary conditions for gas lauid velocities and volume fraction distributio

at the inlet cross section were prescribed as etiimof time. For the present simulation, constant
superficial inlet velocities for gas and liquid gka ¥=v,=1.0m/s have been used (corresponds to
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local gas and liquid velocities ofddU =2.0m/s where the phases are present), while si¢ratdiquid
level at the inlet cross section was set followtimg function:

. V, X
Yi :yo+A1$|n 2:0'— (8)

|
While the parametery,, A, p, were set to the same values as used for the daniéatization

(Yo=0.0m, A=0.25D, p=0.25L), the characteristic interface velocity veas$ to (=Ug=U =2.0m/s. In
using these parameters the resulting perturbatfoth® free surface at the inlet cross section
reproduces the initially set sinusoidal agitatiéthe free surface in time. The time averaged ngzen
and liquid void fraction in the pipe is thereky=r . =0.5 for both phases. Average static pressuretoutle
conditions with a relative pressure of#0.0Pa have been applied to the downstream outhsts c
section of the pipe. The transient simulation hagnbcarried out with a constant time step of
dt=0.005s and the solution for a total time of Ws7(1400 iterations) has been computed.

Water . Superficial Velocity (Central Plane)

[m sA- ‘]‘1

Air . Superficial Velocity (Central Plane)
[m sf\-|1{]

Figure 6: Superficial liquid and gas velocity distributiorespectively for a liquid slug at T=4.04s.

During the first 2-3s of the transient flow simidex the predicted flow field was characterized by a
gravitational settling of the preset initial volurfraction distribution with increasing pipe lengtrhe
initial sinusoidal structure of the free surfaceswaimost leveled out (or was at least substantially
decreased in amplitude) for x>4.0m. At later tiritesould be observed that the velocity of the lajui
phase decreased with increasing pipe length freeRl0m/s at the inlet cross-section tp~0.82m/s

at the outlet cross-section at x=8.0m. Due to velwonservation this decrease in liquid velocity due
to wall friction is accompanied by a rise of thetevdevel with increasing pipe length. This further
leads to an acceleration of the gaseous phase ingber half of the pipe due to the reduction ef th
cross-sectional area available for the gas flow.

First slug formation occurs at x~3.8m after app®#0 time steps (T=3.35s). The first stable liquid
slug is formed after T=4.04s at approx. x~4.0m.oAllse shape of the liquid slug front and tail is
continuously changing with its propagation along giipe. The slug remains stable and covers most of



The 11" International Topical Meeting on Nuclear Reactoeffhal-Hydraulics (NURETH-11) 11/13
Popes’ Palace Conference Center, Avignon, Franceb@c®-6, 2005.

the time the whole cross-sectional area of the. fipevards the end of the pipe the slug length &urth
increases. Figs. 5 and 6 show the pressure arghthand liquid velocity distributions over thisuid
slug at T=4.04s in more detail. The sharp pressunease over the liquid slug front can be clearly
observed from Fig. 5.

Figure 7: Time series of liquid slug propagation from T=3d9=4.7s.

Finally, Fig. 7 shows a time series of picturesrfrthe liquid slug propagation from x=4.0m to the
outlet cross-section of the pipe segment at x=8Tlme. picture series covers the time interval betwee
T=3.4-4.7s. The liquid slug length at the end @&f fiipe segment was about 0.25m. From the observed
liquid slugs a mean slug period of approx. ~2.7rd arslug propagation velocity of approx. ~2.7-
3.1m/s could be determined, although the small reunad slugs does not allow the calculation of
reliable mean quantities. From the experiment agramed slug period of ~1.8m and an averaged
propagation speed of ~2.7m/s has been determintgdhvis in fairly good agreement. Furthermore,
the numerical predictions showed strong transieesqure changes corresponding to the propagation
of the front of single plugs along the pipe withximaum relative pressure peaks of about 2000-2800
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Pa. The resulting averaged pressure drop fromuheerical simulations of ~500-700 Pa/m compares
quite well to a ~700 Pa/m averaged pressure draerrdmed at the TD/TUM test section for
developed slug flow. Again, these values are stitifedarger uncertainties due to the comparable
small absolute time frame of the numerical simalatand the limited number of observed slugs
propagating through the pipe segment in the conalptiree.

5. CONCLUSION

In a series of numerical investigations the fororatand propagation of slug flows in horizontal
circular pipes have been simulated using the corialeCFD software package CFX-5.7. The
formation and propagation of liquid slugs in a korital pipe could be successfully predicted with th
two-phase inhomogeneous mixture model in combinatiih the free surface model of CFX-5. The
flow regime transition from a fully segregated togsflow could be observed in the numerical
predictions with both periodic and inlet/outlet ndary conditions. Once slug flow regime has been
developed the observable liquid slugs were stabléinne and showed qualitatively similar flow
behavior and characteristics (slug frequency, dieiggth, slug propagation speed) as in the
experiments, although a real quantitative comparisould not yet be carried out due to the
uncertainties of flow conditions as they were liin the experiments and due to the uncertainties
in the numerical models.

It was found that the process of transition froegregated to slug flow regime is mainly
determined by the wall friction of the liquid phadeor simulations using inlet/outlet boundary
conditions it was further observed, that the forarabf slug flow and the time and location of tlvstf
occurrence of a liquid slug strongly depends onagiation or perturbation of the inlet boundary
conditions. In numerical simulations with prescdbeonstant inlet velocities and volume fractions
without any transient perturbation of the free aoef between water and air very long pipe segments
were necessary in the numerical simulations in rotdebserve the formation of liquid slugs. But it
has to be taken into consideration, that such nigalénlet boundary conditions are quite artificiaf
real experiments, since it is almost impossibleexperimentally realize these kinds of completely
undisturbed inlet boundary conditions. Usuallylahoratory experiments the two phases are partially
mixed at some cross section further upstream oftelse section. In most cases velocities and/or
volume fraction ratio of the phases are at leabjesti to certain fluctuations in time due to the
involved technical equipment like pumps, fans, floweters, bends in the upstream pipe work, etc.
resulting in certain disturbance of the inlet baanydconditions. Therefore it will be of greatest
importance for the setup of future validation expents for slug flows to realize fully controlledc
monitored inlet boundary conditions, which can tberused in numerical validation testcases.

Furthermore, it was found that the length of tbeputational domain plays an important role in
slug formation. Even with the L=8.0m long pipe seginmost numerical simulations carried out in
this study were still affected by the pressure tflations caused by liquid slugs leaving the
computational domain through the outlet cross eecfihis effect was less pronounced in the CFD
simulations with periodic boundary conditions. Teféect of the downstream pressure fluctuations is
also reduced, if the simulated pipe segment is eamaugh for the propagation of multiple liquid sug

Further experimental research and model developnsenecessary for the determination of
interfacial drag and turbulence damping at the. fisailed experimental investigations on slug Sow
are required to obtain reliable data for CFD cauke multiphase flow model validation.
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