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Abstract

The OECD/NEA MATIS-H benchmark is based on expentseat the cold loop test facility at the
Korea Atomic Energy Research Institute (KAERI), [@@®, Korea. The MATIS-H test facility is used
to perform hydraulic tests in a 5x5 rod bundle y@h normal pressure and temperature conditions,
with the aim of obtaining detailed experimentalad&ir CFD turbulence model validation in a test
configuration that resembles closely flow condifom a real nuclear reactor fuel assembly with
spacer grids. The test section consists of a 5ad%umdle array with a single spacer grid instailed
horizontal position.

The paper describes the applied CFD methodologytherdetailed investigation of both types of
spacer grid geometries — split type and swirl typesing the CFD software packages ANSYS CFX
and ANSYS Fluent Vers. 14.0. Precursor CFD simoiegtihave been carried out to obtain inlet flow
profiles for fully developed turbulent flow in th&x5 rod bundle and for a reduced subchannel
geometry with periodic boundary conditions in tfensverse directions in order to determine required
mesh resolution, simulation time scale and numepeaameters for quality assurance of the final
CFD solutions. ANSYS CFX and ANSYS Fluent resutis the 5x5 rod bundle geometries applying
the SST-CCw-based RSM as well as scale-resolving turbulencdetsoSAS-SST and ZLES are
finally compared to the experimental data of theTWAH benchmark.

1. INTRODUCTION

Computational Fluid Dynamics (CFD), already wideised in various branches of engineering, is
gaining recognition as a potentially valuable téof analyzing complex flow and heat transfer
phenomena of relevance to nuclear plant safety.uslgeof CFD in the nuclear safety area is being
promoted by international organizations. In Aprd12, the Working Group on the Analysis and
Management of Accidents (WGAMA) launched the “OENEA Sponsored CFD Benchmark
Exercise: Turbulent Flow in a Rod Bundle with SpatdOECD/NEA, 2011), based on the Korea
Atomic Energy Research Institute (KAERI) MATiS kst facility (Chang, et al., 2008), (Kang, et al.
2010). This problem is topical, closely relateghtedicting subchannel flows in fuel bundles.

The subject of the initially blind benchmark exegciis the prediction of detailed velocity and
turbulence distributions at different locations hift a 5x5 rod bundle with two different types of
vaned spacer grids (split and swirl type) undeadgesingle-phase, isothermal flow conditions. From
a thermal hydraulic standpoint, predicting in fidetail the velocity and turbulence fields in a rod
bundle is a challenging task. It requires the ulssufficiently fine numerical grids that represent
exactly the geometrical specifications of the peofl with particularly high resolution near the guid
vanes of the spacer grid where a substantial paniecurbulence and vorticity is being produceatj a
at the walls of the rods and the surrounding chlatmecapture the effect of boundary layers.
Furthermore the accurate prediction of the stramigiag flow through the rod bundle downstream of
the spacer grid requires the selection of apprugptigbulence models and least dissipative numierica
schemes, where a compromise between accuracyJRANS) and computational requirements (e.g.
LES) has to be found. In addition to the meshing laigh-performance computing task, the CFD flow
investigation of the rod bundle with the spaced ggia challenge for application of the requirectle

of CFD Best Practice Guidelines related investayeti (Casey, et al., 2000), (Menter, 1998-2002),
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(Mahafty, 2010). Therefore we present in this paper the outline of the developed CFD investigation
methodology, which has been started with CFD BPG related investigations on a smaller subset of the
rod bundle geometry. Finally the experience gained and conclusions drawn from these precursor
investigations have been applied to the investigation of the full MATiS-H benchmark geometries.

2. THE MATIS-H TEST FACILITY

A description of the experimental test facility of the cold loop MATiS-H test section at KAERI,
Daejeon, Korea is provided in the OECD/NEA MATiS-H benchmark specification (OECD/NEA,
2011) in full detail. This test facility is aimed to perform hydraulic tests in a 5x5 rod bundle array in
horizontal square sub-channel geometry at normal pressure and temperature conditions. Furthermore
the aim is to study in detail the turbulent flow structures downstream of typical mixing devices as they
are commonly used in fuel assemblies of nuclear reactors.

A schematic of the MATiS-H test facility is illustrated in Fig. 2.1. The main test section of the test
facility shows a 170 x 170 mm® square channel which contains the 5x5 rod bundle array installed in a
horizontal position. For fine-scale examination of the lateral flow structure on sub-channel geometry
and for increased measurement resolution of the LDA measurements, the size of the 5x5 rod bundle
array was enlarged 2.67 times from that of a real bundle and comprises 25 rods of 25.4 mm outer
diameter in a regular matrix arrangement with a rod pitch P=33.12mm and a wall pitch of 18.76mm.
Consequently, the hydraulic diameter of the channel cross-section, which considers the flow area and
the wetted perimeter in a square duct including a 5x5 rod bundle, is Dy=24.27 mm.
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Figure 2.1: Schematic of the MATiS-H test facility at KAERI institute.

Water at 35°C at 156.9 kPa pressure is used as a working fluid for all the MATiS-H experiments. The
mass flow rate in all experiments was 24.2 kg/s resulting in a bulk velocity of 1.5m/s corresponding to
a Reynolds number based on the hydraulic diameter of Re=50250. All hydraulic and thermodynamic
conditions of the test section were properly controlled during all tests. Furthermore extensive measures
had been applied to provide fully controlled and fully developed flow conditions to the investigated
spacer grids (b), Fig. 2.1. The water flow enters a lower plenum of the horizontal test section with an
installed flow breaker. Then the flow passes two flow straighteners without guide vanes, which are
installed to homogenize the flow and to accelerate the formation of fully developed flow profiles in the
5x5 rod bundle. The second of those flow straighteners (d) is installed at a distance of 100Dy upstream
of the inlet cross-section of the spacer grid (b) under investigation. The developed flow profiles at
90Dy after that second flow straightener have been measured and were compared to CFD predictions
for fully developed flow in the rod bundle (see section 5). From that it is assumed, that the rod bundle
flow at the position 90Dy after the second spacer grid is fully developed, so that the further CFD



investigations can be limited to a section of the test facility comprising of a small length of rod bundle
upstream of the investigated spacer grid (b) with fully developed inlet profiles, the split type or swirl
type spacer grid (b) itself and again a section of the rod bundle of greater than 10.0Dy downstream of
the tips of the spacer grid guide vanes to adequately include the measurement cross sections, thereby
reducing the computational effort of the CFD investigations.

In the KAERI measurements at the MATiS-H test facility (Chang, et al., 2012), (Song, et al., 2012) a
2-D LDA device was installed in front of the main flow cross-section of the 5x5 rod bundle array for
measuring the lateral velocity components on all the sub-channels. The axial velocity component was
also measured by changing the position of the LDA probe to side measurements. In additional
experiments it was checked, that the 120° symmetry flow in the outflow plenum on the left hand side
of the test section has not disturbed the flow measurements at the measurement cross section A-A (Fig.
2.1) located 45mm upstream of the end of the rod bundle array and the outer square channel.

Two spacer grid types (b) were installed in the rod bundle array for detailed investigation. Both spacer
grids have mixing devices and cause lateral mixing and/or swirling flow (see Fig. 2.2). The mixing
devices used in this study were typical split-type and swirl-type, respectively. The spacer grids (b) can
be moved in the axial direction along the 5x5 rod bundle array, in order to realize velocity
measurements at different cross sections 0.5Dy, 1.0Dy, 4.0Dy to 10.0Dy downstream of the tips of the
guide vanes of the spacer grids based on the test specifications, while the measurement cross section
of the LDA device remaines in a fixed position. Further details of the measurements and the geometry
of the investigated spacer grids can be found in the MATiS-H benchmark specifications (OECD/NEA,
2011). After the blind phase of the MATiS-H benchmark the velocity and turbulence measurements
were provided for post-benchmark comparison with the CFD predictions.

Figure 2.2. Test spacer grids used in the MATiS-H experiments; left: Split-type spacer grid;
right: Swirl-type spacer grid.

3. RESULTING TEST MATRIX AND CFD SIMULATION METHODOLOGY

It was the aim of the CFD investigations for the MATiS-H benchmark to provide best possible CFD
solutions for both types of spacer grids, using ANSYS CFX and ANSYS Fluent CFD software
packages. For this goal it was a concern right from the beginning, that due to the level of detail and
extent of the investigated flow geometries it would not be possible to apply CFD Best Practice
Guidelines (Casey, et al., 2000) to their full extent to the full rod bundle geometries with spacer grids.
Therefore it was decided to conduct precursor CFD simulations on geometries of reduced size. For
these CFD BPG oriented studies the split-type spacer grid was selected. From the full 5x5 rod bundle
geometry just one subchannel with the 4 adjacent rods was cut out and periodic boundary conditions
were applied to the sides of the created subgeometry. Corresponding CFD investigations are discussed
in section 4 of this paper. The reduction of the full rod bundle geometry to flow through one
representative subchannel provided the advantage, that this reduced geometry allows required studies
with respect to level of CFD solver convergence, mesh independence of the obtained solution and
preliminary comparison of applied numerical discretization schemes and turbulence models.

A second series of CFD simulations were carried out to obtain fully developed flow profiles for the



5x5 rod bundle cross section (see section 5). These used as inlet boundary conditions for the
CFD investigation of the full benchmark geometryhathe spacers. For this purpose a thin slice of
the 5x5 rod bundle cross section with the outerasgilbox was created and periodic boundary
conditions with prescribed massflow rate of 24.B5kgere applied in the axial direction. The resugiti
fully developed flow profiles from SST with curvagu correction (SST-CC) and-based RSM
turbulence models are compared to the provided flue profile measurements from the MATiIS-H
test facility (OECD/NEA, 2011).

Furthermore it became evident quickly, that theegtigated spacer grid geometries introduce transien
flow behavior within the spacer box, in regions dstveam of the flow separation from the tips of the
spacer guide vanes and in the large recirculatioeg that are formed where spacer guide vanes are
adjacent to the wall of the outer square channelsi#own in Fig. 4.2 two rows of fixation devices, s
called buttons, are an important geometrical deffaihe spacer design. Those cylindrical buttores ar
used to keep all the rods centered with respec¢hdogrid of the spacer. The orientation of these
buttons makes them classic cylinders in cross-ffmd von Karman vortex shedding was observed
even in preliminary CFD investigations, downstreafrthe two rows of distance elements, further
interacting with the transient vortex shedding igkplace at the guide vanes of the spacer gridnFro
that observation it became obvious, that despédabt that the inlet flow conditions to the spaged

are steady state and fully developed, the flow Rtrans for the full geometry would have to be
carried out as transient, time-averaged CFD sinaunatwith sufficient analysis flow time for fulldiv
development and statistical averaging. The follgvmscade of CFD simulations has consequently
been applied (see section 6 and 7):

1. Steady-state simulation on the coarsest mesh. ®tieetinherent transient flow behavior this
CFD simulation does not fully converge, but carubed as an improved initial guess for the
following transient CFD simulation.

2. |Initialization of the transient flow simulation fro the steady-state solution allowing for
enough time for flow development, which is charazezl by appearance of regular patterns in
monitored flow variables at several monitoring pdacations downstream of the spacer grid.

3. For transient flow simulations on refined meshes @D simulation was initialized with the
final result from the transient CFD simulation dfet previous coarser grid level, again
allowing for flow development time of 0.25s reahé in order to eliminate possible errors in
the CFD solution arising from mesh interpolation.

This results in the test matrix shown in Table 8Hich has been applied to the MATiIS-H benchmark
investigations.

Flow geometry CFD solver Meshes Turbulence models
Thin slice through 5x5 (s:t? LTC?S:IGS dognoc]jc
rod bundle with ANSYS CFX, SST-CC,

periodicity in axial
direction

ANSYS Fluent

unstructured meshes
(ICEM-CFD, ANSYS
Workbench Meshing)

BSLRSM ore>-RSM

Isolated subchannel of

the split type spacer 4 levels of unstructured SST-CC,

with transverse- ANSYS Fluent meshes (ANSYS w-RSM,

periodic boundary Workbench Meshing) WMLES
conditions

3 levels of unstructured SST-CC,

Full geometry, split
type spacer grid

ANSYS CFX,
ANSYS Fluent

meshes (ANSYS

BSLRSM orw>-RSM,

Workbench Meshing) SAS-SST

Full geometry (with 2 levels of unstructured SST-CC,
180 periodicity), swirl AA\I{\IISS\\((SS Igllje)z(nt meshes (ANSYS BSLRSM,
type spacer grid Workbench Meshing) SAS-SST

Table 3.1: Test matrix of the CFD investigationstfee MATIS-H benchmark exercise.




4. PRECURSOR SIMULATIONS FOR AN ISOLATED SUBCHANNEL FLOW
4.1. Geometry Simplifications

By studying the MATiS-H benchmark specification it is evident, that the scale of the benchmark
geometry and the degree of geometrical detail is such, that it would be impractical to apply the
standard investigations related to the CFD Best Practice Guidelines (Casey, et al., 2000) in their full
extent to the full benchmark geometry of the 5x5 rod bundle with spacer grid. Therefore it was
decided to carry out such investigations on required convergence levels of the CFD solution, grid
independence of results and required mesh resolution, influence of discretization schemes and
timescale of the transient solution on a simplified flow geometry. Fig. 4.1 shows how the simplified
flow configuration for the CFD BPG oriented studies was derived from the full split type spacer
configuration by cutting out one of the subchannels and by applying periodic boundary conditions to
the resulting new flow boundaries in the diagonally opposite directions. With this approach all
characteristic flow features are preserved and can now be studied at a much smaller expense in terms
of overall mesh size, computational time and data volume to be handled during pre- and
postprocessing. The computational effort for the study of flow phenomena and influence of numerical
settings on CFD solutions in the reduced domain is about 12.5 times smaller than for the full
benchmark geometry.
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Figure 4.1: Full and periodic computational domains, split type spacer.
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Figure 4.2: Original and computational model topology

Further, the original geometry provided by MATiS-H benchmark organizers includes two groups of
small gaps. The first is a gap between rods and the so-called buttons — small cylinders used for spacer
and rod fixation. The second is a gap between the outer limit of the spacer geometry and square
channel walls. It was decided, that these gaps do not influence the flow results due to their small size,
but would lead to significantly higher effort to resolve with a mesh. So it was decided to fill these
small gaps by projecting the rounded buttons as solid cylinders flush with the rods (see Fig. 4.2).



Reynolds number based on the bulk velocity and the buttons diameter was predicted to be about 10%,
so unsteady flow around the cylindrical buttons in cross flow has to be anticipated. Preliminary
computations showed that by using sufficient mesh and time resolution in the CFD simulation von
Karman vortex shedding in the wake of the buttons could be observed (see Fig. 4.3). Further
downstream those von Karman vortex streets are interacting with vortex shedding from the guide
vanes of the spacer grid and thereby likely to affect the velocity and vorticity patterns at downstream
cross sections where CFD results are to be compared with measurements. Consequently it was
decided, that this type of flow has to be computed by transient, time-averaged URANS or perhaps by
scale-resolving turbulence model approaches such as SAS-SST, DDES, ELES or WMLES
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Figure 4.3: Von-Karman vortex shedding in button wake.
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Figure 4.4: Flow structure visualized by axial velocity contours and streamlines.

Due to the complexity of the MATiS-H geometry and the flow around spacer grids, meshing
requirements and computational parameters were a priory unknown. Therefore it was the primary aim
for running the precursor simulations on the selected simplified domain with periodic boundary
conditions to come up with recommendations for required mesh resolution and computational
parameter settings for the following CFD investigations for the full benchmark geometry.

4.2. Periodic Domain — Details of CFD Investigations

All precursor simulations on the reduced periodic domain geometry were performed using ANSYS
Fluent 14.0. As discussed in the previous section to capture the transient flow behavior a URANS
approach was used for most computations. Water properties at 35°C were specified as a constant
property incompressible liquid. Further two different models were chosen for turbulence closure of the
set of governing equations. The first one is the well-known linear viscosity k- SST model. Since
streamlines in the flow under consideration are significantly curved in strongly swirling flow



downstream of the spacer grid (Fig. 4.4) special curvature correction terms are taken into
consideration (SST-CC model, (ANSYS Inc., 2011)). Even with the curvature correction terms the
SST-CC turbulence model is still an isotropic turbulence model, which would not be able to predict
secondary flows in cross section of a rod bundle which arises from wall friction on rod surfaces and
anisotropic Reynolds stresses. Therefore as a second investigated turbulence model the omega-based
Reynolds stress model (w-RSM, (ANSYS Inc., 2011)) was selected.

Further a scale-resolving simulation (SRS) using the algebraic wall-modeled LES (WMLES) model
was performed. This scale-resolving approach on a LES capable mesh resolution is significantly more
accurate in terms of turbulence modeling, however computational requirements are much higher than
URANS, mainly because of the required LES-type mesh and the restriction on Courant number for the
selection of the computational time scale. The aim of this expensive comparison was to determine
whether a URANS simulation would be sufficient for the capture of the main flow characteristics or
whether a scale-resolving LES-type simulation would be required for this specific flow and geometry.

utlet

Periodic

Figure 4.5: Topology of the computational domain and boundary conditions

Topology of the reduced periodic computational domain is shown in Fig. 4.5 together with applied
boundary conditions. On the solid walls automatic near wall treatment was used. Constant static
pressure level is specified on the outlet boundary and inlet boundary conditions depend on the
approach used. Preliminary steady-state RANS simulations of fully developed flow were performed
with both turbulence models, SST-CC and w-RSM. Obtained velocity profiles and turbulent
characteristics were used as inlet boundary conditions for the following URANS simulations. For the
SRS method unsteady turbulent velocity profiles should be specified. Therefore the SST-CC fully
developed velocity profiles in combination with the ANSY'S Fluent vortex method (VM) were used.
Four different meshes were used for the URANS simulations (meshes 1-4 in Table 4.1). The first three
meshes used the same topology and steps in the ANSYS Workbench Meshing process as was
consequently applied to corresponding meshes used for CFD computations of the full MATiS-H
benchmark geometry. So conclusions obtained from the CFD investigations for the reduced periodic
domain are directly applicable as guidelines for the corresponding full benchmark geometry
computations. The fourth mesh was specifically build for WMLES computations, so that it can be used
for obtaining both URANS and SRS? solution. All the meshes were built taking into account the
required mesh refinement parameters to resolve the specific flow details, namely the von-Karman
vortex shedding after the rows of buttons and strong vortex structures appearing due to vortex
shedding from the tips of guide vanes downstream of the spacer.

Mesh 1 Mesh 2 Mesh 3
Number of cells 1.6M 2.5M 7.6M 40M
Max. Y" 17 13 8 5
MeanY" 7 5 3 1.5
Min cell size, mm 0.05 0.04 0.03 0.001
Max cell size, mm 2 2 2 1

Table 4.1: Parameters of different mesh levels for reduced periodic domain.

% SRS — Scale-resolving simulation




Grid requirements for SRS methods are significantly more stringent in comparison to URANS. In par-
ticular 10 mesh cells per boundary layer thickness should be provided in streamwise direction and 20
cells per boundary layer thickness in other directions. Mesh 4 as shown in Table 4.1 is the attempt to
realize these meshing requirements for scale-resolving LES-like methods for this reduced periodic do-
main. From the resulting 40M mesh cells and the given reduction factor of 12.5 in comparison to the
full benchmark geometry it became evident, that a scale-resolving WMLES simulation would become
too expensive for the MATiS-H benchmark geometry and given computational resources.

With respect to the temporal resolution of the characteristic flow phenomena, one of the limiting
criterions for the selection of the time step for the URANS computations is the necessity to resolve
von Karman vortex street after the buttons in the spacer grid. Since the buttons represent cylinders in
cross flow, the Strouhal number based on button diameter and streamwise velocity should be close to
0.2. For the time-accurate resolution of the flow around cylinders approx. 40 time steps per period are
needed. This estimate results in a consideration for a suitable CFD time step of At=0.5 milliseconds.
For the SRS computation time step requirement results from the necessity to resolve the smallest
turbulent structures. So the CFL number based on the streamwise grid resolution should be in the order
of 1. For the given Mesh 4 (Table 4.1) the time step for the WMLES computations is determined to be
as small as At=0.1 milliseconds.

4.3. Investigations on the Influence of Numerical Parameters

In order to provide independence of obtained URANS solution from computational parameters a few
series of CFD computations and subsequent comparisons were performed. All the computations in this
section were carried out using the SST-CC turbulence model. Furthermore the following discretization
schemes were used: Green Gauss cell based gradient scheme and second order upwind scheme for
pressure, momentum and turbulence characteristics. For higher accuracy the Green Gauss node based
gradient scheme has been used in the final ANSY'S Fluent computations for the full geometry.
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Figure 4.7: Influence of depth of convergence on the velocity profiles on line yl at z=0.5Dy

As a first step the required depth of convergence on each time step was investigated. The default
settings in ANSYS Fluent requires a drop in solver residuals by 3 orders of magnitude indicating
convergence In this investigation computations were performed by limiting the subiterations to 5 and



10 per time step to see if it was possible to save computational time. Convergence history is shown in
Fig. 4.6 a, b and one can see residuals dropping steadily. It was observed that the time averaged
velocity profiles shown in Fig. 4.7 are virtually the same. From this it can be concluded that further
speedup can be achieved sometimes by limiting the number of iterations per time step. However when
using this approach additional monitoring aids during the CFD solver run are recommended, such as
the monitoring of solver imbalances and plotting of solved variables at key monitoring points over the
subiterations per time step and ensuring the variables reach asymptotic levels within each time step.
Such a monitor plot is shown in Fig 4.6 ¢ for different number of iterations per time step.

The next significant parameter affecting the accuracy of the result of a URANS computation is the
time duration for statistical averaging of results. For investigation two computations were performed at
two different time samples, T=1 s real time corresponding to 50 von-Karman vortex street periods and
T=2 s (100 periods). Results in Fig. 4.8 show that velocity profiles obtained with different duration of
statistical averaging are very close to each other, so that it can be concluded that a time sample equal
to T=1.0s can be used as a guideline for the MATiS-H benchmark computations resulting in sufficient
accuracy of the statistical averaging procedure.
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Fig. 4.9: Influence of mesh resolution on the velocity profiles on y1 at z=4.0Dy

Finally the most significant question to answer for the MATiS-H benchmark investigations is the
question for a sufficient spatial resolution of the used numerical meshes and whether mesh
independent CFD solution can finally be obtained on the affordable mesh resolution. Computations
were performed and results are shown in Fig. 4.9. Solutions for Mesh 3 and Mesh 4 were found to be
quite close to each other so that Mesh 3 is sufficient to obtain mesh converged solutions for the
URANS approach as applied to the full 5x5 rod bundle geometries.

4.4. Investigation of Turbulence Modeling Approaches

Further the different turbulence model approaches have been compared to each other. Fig. 4.10 and
Fig. 4.11 show the comparison of the SST-CC and ®-RSM time-averaged URANS solutions on Mesh
3 for the z-component of the vorticity and velocity profiles at the measurement cross sections
downstream of the spacer grid. URANS results are compared with the WMLES scale-resolving
simulation on Mesh 4. As can be observed in the figures, the URANS and WMLES solutions are all
quite similar looking. While on the one hand this lack of model sensitivity might indicate the flow is



being overly constrained by the reduced domain and applied periodic boundary conditions, on the
other hand the relatively consistent URANS predictions justified using a URANS approach with both
eddy viscosity turbulence models for the full 5x5 rod bundle geometry simulations as a first step and
to meet the MATIS-H benchmark submission deadline
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Fig. 4.11: Time-averaged velocity profiles for different turbulence models at different cross sections.

4.5. Conclusions from CFD Precursor Simulations
The following conclusions have been drawn from the CFD investigations on the isolated subchannel
geometry with periodic boundary conditions applied in the transverse directions:




* Due to the observed transient flow behavior in the reduced subchannel geometry it would be
desirable to use a scale-resolving LES-type simulation approach for the rod bundle geometry.
However a full SRS simulation would require a mesh resolution similar to Mesh 4. For the full
rod bundle a full WMLES simulation would result in an approx. 500 M elements mesh, which
seemed infeasible with the available computational resources for the present study. As
described in later section of this paper, simulations using SAS-SST® and ZLES SAS-SST*,
which are hybrid LES models, have been carried out for both spacer grid type geometries in
post-test investigations.

* Nevertheless, resolution of the characteristic transient flow phenomena is required for an
accurate CFD solution. The resolution of Mesh 3 with the identified meshing parameters for
local mesh refinement should be used for the URANS computations on the full MATiS-H
geometry. Developed monitoring approaches, guidelines for CFD solver convergence and
sampling time have to be applied to the full geometry computations.

¢ SST-CC and w-based RSM turbulence models have delivered in general quite similar
solutions, which in turn were not substantially differing from the WMLES solution on Mesh 4.
It cannot be excluded, that the periodic boundary conditions in x- and y-direction lead to
additionally constrained fluid flow in the reduced domain which might differ from flow
patterns in the full rod bundle. So from this investigation it is not obvious, if the URANS
approach is adequate or which of the two compared URANS turbulence models is the better or
more accurate approach. SST-CC is the less computational intensive approach, while the RSM
turbulence models may have the advantage of anisotropy and the capability to predict the
secondary flows in the cross section of the rod bundle leading to additional cross-sectional
mixing. Therefore both turbulence models have been applied for the full 5x5 rod bundle
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Figure 5.1: Measurements of fully developed rod bundle flow at 90DH downstream of the second flow
straightener; measurement positions through subchannels of the rod bundle

5. VALIDATION OF INLET BOUNDARY CONDITIONS

In preparation of the MATiS-H benchmark specifications the KAERI institute had conducted a series
of measurements with the aim of providing benchmark participants with inlet boundary condition data
(OECD/NEA, 2011) for the intended CFD investigations of the two types of spacers. For this purpose
the properties U, W, Uy, Wyms and v'w’ had been measured in narrow bands across subchannels in a
cross section at 90Dy downstream of the second flow straightener (d) (see Fig. 2.1 and Fig. 5.1), which
are intended to serve as inlet boundary conditions for the benchmark CFD investigations just upstream
of the spacer (b). This data, while useful, can in practice be inconvenient to apply directly to CFD
simulations sometimes. For example, a CFD simulation using a Reynolds stress model would require

¥ SAS —Scale-Adaptive Simulation
# ZLES — Zonal Large Eddy Simulation



the full set of all 6 independent Reynolds stress tensor components at the inlet cross section of the
computational domain and the provided experimental data would be inadequate. Consequently it is
necessary to conduct precursor simulations for fully developed flow in a 5x5 rod bundle in a square
channel of 170x170mm®. Such precursor CFD simulations can be carried out with the corresponding
turbulence model used in the final MATiS-H benchmark investigation and thereby the exported fully
developed cross sectional profiles of velocity components and turbulence properties can be directly
used as inlet boundary conditions for the final runs. The provided experimental data can then be used
for additional validation and solver comparison.

Such precursor CFD simulations for the derivation of fully developed 5x5 rod bundle flow can be
carried out in ANSYS CFX and ANSYS Fluent inexpensively. For this purpose a transverse cut is
made through the rod bundle geometry. This cross section is meshed in 2D and then extruded in the
axial direction by a small distance. This creates a conformal mesh at the inlet and outlet boundary
cross sections of that short length of the extruded rod bundle and periodic boundary conditions are
specified with a target fluid mass flow rate of 24.2 kg/s. By doing that the geometry and flow represent
fully developed flow conditions in an infinitely long rod bundle in a square channel. For the current
investigation we created two different meshes using structured hexahedral meshing in ANSYS ICEM-
CFD 14.0 and unstructured quad meshing with inflation layers in ANSYS Workbench Meshing 14.0.
The resulting meshing parameters are of comparable mesh quality and are listed in Table 5.1. The
resulting mesh resolutions around the corner rod of the bundle are shown in Fig. 5.2.

Meshing Parameter ANSYS ICEM-CFD Hexa ANSYS Workbench Meshing
Meshing type Structured hexahedral, extruded Unstructured quad with
inflation layers, extruded
Extrusion depth, mm 25 1
Number of mesh elements 1.78 M 344.4k
Mesh elements in cross section 178.1k 114.8k
Mesh cells in axial direction 10 3
Minimum face angle 44° 33°
Max. element volume ratio 3.25 6.6
Max. Y+ 2.5 2.6

Table 5.1: Meshing parameters for the z-periodic rod bundle geometry.

Figure 5.2: Mesh resolution around the corner rod of the bundle for the structured and unstructured
meshes in z-periodic rod bundle geometry.




1.40

x >
S 2
9 2
E w
S 1.00 ©
2 |-
3 0.80 £
3 8
s 0.60 F
S
< =
K 0.40 i
= —CFX, SST, structured mesh 8 2.00
E ’ ’ = —CFX, SST, structured mesh
£ —CFX, SST, unstructured mesh E —CFX, SST, unstructured mesh
Z —Experiment z° —Experiment
0.00 0.00
-3.0 -2.0 -1.0 0.0 1.0 2.0 3.0 -3.0 -2.0 -1.0 0.0 1.0 2.0 3.0
Normalized x-Coordinate x/P Normalized x-Coordinate x/P
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Simulations were carried out on the two meshed) MNSYS CFX using the SST and the BSLRSM
model and with ANSYS Fluent using the SST an®RSM model (ANSYS Inc., 2011). In this flow
configuration there is no strong swirl or streamlizurvature, so the curvature correction term$ién t
SST model equations were not needed as it wouldhaot any effect on the CFD solution.
Calculations were performed in steady-state untieaimum residual of 1Dand a conservation target
of 10 had been reached.

Fig. 5.3 shows the comparison of the ANSYS CFX wafufor the SST model on the structured and
unstructured mesh in comparison to experimenta @QECD/NEA, 2011). Results are plotted in non-
dimensional form along a line y=1.5P, where P &sntd pitch (P=33.12mmy,,,-m = W/Wpy i and
Kporm = k/WEu - 103. Further communication with the KAERI experimeists resulted in the
clarification that the experimental data should dug-off at the line x=+2.4P because the LDA
measurement system was not able to obtain relddike at distance any closer than that to the vall o
the square channel (see position of the cut-off imFig. 5.1). The main reason for that is thétdin
elongation of the ellipsoidal shaped measuremehtmw® of the LDA system, which at this distance
begins to interfere with the channel walls, so tmasured velocity and turbulent kinetic energy
values are affected. The comparison of the meaal aglocity component, between the solutions on
the structured and unstructured mesh do not shoghmifference. It is notable, that velocity maxima
in the center of the subchannels are overpredinyetie SST model and that experimental data show a
slight shift of those velocity maxima towards thenter of the flow channel. Experimentalists from
KAERI have explained this shift with the viscouseefs from the outer channel walls, while in the
CFD predictions such an effect has not been obdeRa@r the turbulent kinetic energy the values are
generally in good agreement, considering thatuhautence level in this flow is relatively low.

Fig. 5.4 shows the normalized axial velocity comgrtrw,,,,., and normalized turbulent kinetic
energyk,,rm compared between ANSYS CFX and ANSYS Fluent aktvegy=1.5P line. From this
comparison it can be seen, that the Reynolds stmeslels show a substantially better agreement for
the velocity profile, which is due to their anismirc character and ability to capture secondanyglo

in the cross section of the rod bundle. The remgirsmall offset between thle-based RSM model
results and experiments are most likely explaingé Islight difference in realized mass flow rate in
the experiment in comparison to the specified drar. the turbulent kinetic energy profile the
characteristic minima and maxima are found in igatrlocations, but the differences and the total
level of turbulence are again relatively small soafstain from discussion of the levels.

The outcome of these precursor CFD investigatioas @xporting fully developed flow velocity and
turbulence property profiles which could be appledthe inlet cross section of the benchmark
geometry. The comparison to data showed, thatothased RSM models seem to provide a slightly
better agreement with data for the axial flow tlglouhe rod bundle. Further it could be shown that
corresponding model formulations in ANSYS CFX andSY'S Fluent gave almost identical results
for the fully developed flow conditions.

6. THE 5X5 ROD BUNDLE FLOW WITH SPLIT TYPE SPACER
6.1. Geometry and Mesh Hierarchy

The geometry and mesh for the full benchmark gegmeere created using the pre-processing
software applications within the ANSYS Workbenchtfirm, namely ANSYS Design Modeler and
ANSYS Workbench meshing. The flow domain geometagwssembled in Design Modeler which is
geometry modeling software with functionality foreparing simulation geometry including CAD
interfaces, geometry creation and modification b#pi@s. The spacer grid geometry was supplied
with the benchmark specification as CAD files inFSformat. These were imported into ANSYS
Design Modeler, minor CAD repair was applied to fotosed parts of the geometry and the
surrounding flow geometry of the cylindrical rodsdathe outer square channel was created per the
benchmark specifications. As explained previouslgrecursor simulation was done to obtain the
developed flow profiles, so the CFD domain for thk benchmark geometry focused on the domain
starting with fully developed inlet flow boundargraitions at 100mm upstream of the spacer grid
box. The length of the spacer grid box is 103.1Md0(©Omm with vanes) and the rod bundle flow



section under investigation downstream of the gspgidd is 400mm (~ 16.5 [). The total length of
the flow domain considered is 620 mm and is shawkig 6.1

Meshing is a crucial step in such an investigatibhe mesh has to be adequate for the given
turbulence model and should be of high quality.e Generation of a structured hexahedral mesh (for
e.g. in ANSYS ICEM-CFD) would have been preferraahf a CFD accuracy point of view, but it was
judged to be less flexible and too expensive tatersuch a mesh. Instead hybrid meshes were created
using ANSYS Workbench meshing. The flow domain Wesomposed into three bodies (a), (b), (c) as
shown in Fig 6.1. The meshing strategy used wasrdate a tetrahedral mesh first in the middle
section (b) and then to sweep resulting surfacehases both directions in regions (a) and (c) with
wedge elements to obtain a fully conformal hybrigsim In addition to global mesh controls,
particular care was given to using controls onrtesh sizing on important flow obstructions such as
the guide vanes, the spacer grid and the buttdns.i§ shown in the detail in Fig 6.2.The growttera

of the mesh from the surface mesh was controllediedsto ensure capturing the vortex structures
generated downstream. Inflation layers were apptedll the wetted surfaces to adequately capture
the boundary layers as required by the turbulenodets. In this investigation all the turbulence
models used an enhanced wall treatment which resollie boundary layer and for which the
recommended first cell height is¥1. These models automatically blend to a wall netlereatment
depending on the value of YAs can be seen from Table 6.1 the final meshwitn the acceptable
order of magnitude range of ¥h the entire domain.

A mesh being in full compliance with all mesh gexiiem rules set for a full LES-type SRS simulation

and corresponding to Mesh 4 from Section 4.1 ferdhtire domain would be in the range of 500 M

cells and would be prohibitive to perform a compiotaso that this task was not pursued during the
blind phase of the MATiIS-H benchmark. In post-iasestigations Mesh3 was used for SAS-SST and
ZLES simulations.

Table 6.1 shows the mesh hierarchy for the fullchemark geometry with the split type spacer grid
corresponding to the hierarchy outlined in Sectidnfor the periodic domain study.

Mesh 1 Mesh 2 Mesh 3
Purpose of the CFD setup RANS/URANS R dNS{[.URANSh
mesh derivation tests productive mesh,
SAS-SST & ZLES
Number of 11.0M 31.5M 96.3M
elements
Number of nodes 4.4M 15.4M 40.6M
Y e 92.3 20.6 10.1
Y mear 39.6 9.5 4.2
Min cell size, mm 0.1 0.04 0.03
Min face angleq] 6.0 6.5 9.6
Growth rate 1.2 1.1 1.05

Table 6.1: Parameters of different mesh levelsHerfull benchmark geometry.

® ANSYS CFX and ANSYS Fluent use node centered etb.centered discretization schemes, which affdws
definition of Y* and leads to different Y+ values for the same melgie we specify the *YWalues based on the
ANSYS CFX simulation results. Due to the cell ceatediscretization of ANSYS Fluent corresponding Y
values on the same mesh are roughly by a factowvatmaller.
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on rods. Inflation layers on walls to resolve boundary layer.



6.2. CFD Test Matrix and Selected Turbulence Models

The CFD methodology applied in the investigatioriref MATIS-H rod bundle geometry has already
been outlined in section 3. Based on the investigatfrom section 4 the intended scope of the
benchmark computations for the full rod bundle getynincluded comparing ANSYS CFX and
ANSYS Fluent using at least the SST turbulence fadth curvature correction terms and tte
based variants of the Reynolds stress turbulenceindBSLRSM and>-RSM) (ANSYS Inc., 2011).
From the precursor investigations for the reduaibgdic geometry (see section 4) it was evidett th
all simulations had to be carried out as transiéntg-averaged URANS simulations. The solver
settings used for both ANSYS CFD solver packagesgaren in Table 6.2 and the matrix of CFD
simulations carried out for the split type spaagal gonfiguration is listed in Table 6.3.

Setup Option ANSYS CFX ANSYS Fluent

Turbulence Models SST with curvature correction SST with curvature correction),
Baseline RSM (BSLRSM) wRSM
Solver type Coupled solver SST-CC: Coupled solver
w-RSM: Segregated Solver
Advection scheme for HiRes Second order upwind
momentum
Pressure discretization scheme n/a Second order
Advection scheme for HiRes SST-CC: Second order upwind
turbulence w-RSM: First order upwind
Gradient discretization n/a Green-Gauss node based
(GGNB)
Transient scheme "2order backward-facing Euler Second order implicit
Timestep initialization Automatic Previous timestep
Integration time step 0.0005s 0.0005s
Flow development time 0.25s 0.25s
Averaging time 1.25s (2500 samples) 1.0s (2000 Emhp
Convergence criterion RMS Res < 5710 Scaled Res < 1-T0
Max. number of coefficient 5 (for both SST-CC and 10 for SST-CC
loops / iterations BSLRSM) 15 for w-RSM
Inlet BC’s From corresponding precursor simulations-periodic thin rod
bundle slice using the same turbulence model

Domain initialization Following outlined CFD methaldgy described in section 3

Table 6.2: CFD setup for ANSYS CFX and ANSYS Flugsing SST-CC anad-based RSM
turbulence models.

ANSYS CFD solver Turbulence model Mesh 2 Mesh 3
ANSYS CFX 14.0 SST-CC X X
BSL RSM X X
ZLES SAS-SSYT X
ANSYS Fluent 14.0 SST-CC X X
w-RSM X X
SAS-SST X

Table 6.3: CFD simulation matrix for the split typgacer grid configuration.

As discussed previously, the SST-CC amtdased RSM turbulence model URANS simulations were
run first to ensure meeting the benchmark submissdi®adline. However it was felt the transient

® ZLES SAS-SST and SAS-SST simulations have beatedanut as post-test simulations after the blihdge
of the MATIS-H benchmark.



characteristics could best be captured by SRS tamdd of interest to compare URANS with SRS
Therefore the scale-resolving simulations (SRS)henfinest available mesh were run to completion
after the benchmark results deadline. For ANSYS @f#&XZonal LES approach was applied, where
SAS-SST is applied as the SRS model in the full @lambut using a marker function for the zone
with z>0.01m and applying the zonal LES approaehSAS-SST model is forced to switch to scale-
resolving mode in the area beginning from the w@wasir edge of the spacer grid and further
downstream of it. In ANSYS Fluent the SAS-SST applohas been applied without the explicit
prescription of a zone for the SRS approach. Talfleshows the solver settings used for both ANSYS
CFD solver packages in SRS simulations for the sgie spacer grid geometry.

Setup Option ANSYS CFX ANSYS Fluent
Turbulence Model SAS-SST with Zonal LES SAS-SST
Solver type Coupled solver Segregated solver
Advection scheme for Bounded CD$ Split type: CDS
momentum Swirl type: Bounded CDS
Pressure discretization scheme n/a Second order
Gradient discretization n/a Split type: Green-Galiede Based

Swirl type: Least Squares Cell Based
Transient scheme "Qorder backward-facing ~ Bounded second order implicit
Euler
HOTR n/a Split type: off
Swirl type: on
Timestep initialization Previous timestep Previtiogestep
Integration time step 0.00025s 0.0002s
Flow development time 0.25s 0.2s
Averaging time 1.0s (4000 samples) Split type: Q3®HO0 samples)
Swirl type: 0.7s (3500 samples)
Convergence criterion RMS Res < 1710 Scaled Res < 1-T0
Max. number of coefficient 5 Split type: 15
loops / iterations Swirl type: 7
Inlet BC’s From corresponding precursor simulations-periodic thin rod
bundle slice using SST-CC turbulence model

Domain initialization From SST-CC URANS result ondst mesh

Table 6.4: CFD setup for ANSYS CFX and ANSYS Fluesing SRS approach.

6.3. Obtained CFD Results and Comparison to Data
As mentioned all simulations in the blind phasetled MATiIS-H benchmark were carried out as
transient, time-averaged URANS simulations. This wWane to capture the strong transient behavior
of the flow downstream of the spacer and in orddinit at the same time the required computational
effort to be able to apply a minimum of CFD bestagbice related investigations. From the
preexamination in section 4 it is known, that there three distinct transient phenomena occurring:
« The buttons in the spacer grid design for keepiregrods centered behave like cylinders in
cross flow and cause von Karman vortex shedding.
* The guide vanes of the spacer grid show transieméx shedding from their sharp edged tips
and due to the recirculation zones behind them.
« Strong flow separation and large recirculation zoagpear in the wake region formed by the
guide vanes adjacent to the wall of the outer sgohannel.
Fig. 6.3 shows contour plots of the instantanectial avelocity component w in yz-plane at the
coordinate x=0.047m, which corresponds to a cutliage through the middle of one row of buttons
in the spacer grid. Since those images show iretaous velocity distributions they are not directly
comparable with each other in every detail, butdbeelopment of the von Karman vortex shedding

" CDS - Central differencing scheme
8 HOTR — High order term relaxation



can be observed for all four different CFD simwas in each gap between the rods and the interior
walls of the spacer grid. It should be noted that gpatial resolution of Mesh 2 was not sufficient
ANSYS CFX to resolve this von Karman vortex sheddimhile the phenomenon was observed in the
ANSYS Fluent simulations already on Mesh 2. Furthdslue zone of negative w-velocities can be
observed at the lower most guide vane on the hightl side of the spacer grid, which marks the large
recirculation zone between this guide vane and d¢hannel wall. Finally, from the different
instantaneous realizations of the flow field it dam clearly seen, that the flow field is strongly
transient in the region downstream from the spgceh Increased unsteadiness and finer structures
are seen being resolved going from ANSYS FlueAtN8YS CFX plots Figs 6.3 d to a.

Furthermore the guide vanes of the spacer griddoce a complex pattern of strong vortices, which
can be visualized and compared by plotting contafrghe time-averaged z-component of the
vorticity field w,. Fig. 6.4 and Fig. 6.5 show the comparison ofpiteslicted z-vorticity patterns at two
characteristic distances z=0,5@nd z=4.0[0 downstream of the spacer grid, where the distamce
measured from the tips of the guide vanes as $pedify the MATIS-H benchmark specification
(OECD/NEA, 2011). From Fig. 6.4 it can be seent thanediately after the spacer grid a complex
pattern of counter-rotating vortices of high z-icity amplitude exists. The observable vortex pate
are similarly predicted by both the SST-CC andR&M turbulence models by both the ANSYS CFX
and the ANSYS Fluent solutions. Here at z=Q,5Be URANS solutions do not substantially differ
from the SRS approach solutions. The only remaekditiferences at z=0.5Pexist in a slight change

in shape and orientation of the main vortices endanters of the subchannels of the rod bundlerevhe
vortex structures appear slightly more elongatedhean ANSYS Fluent solutions. At z=4.QCand
beyond it is observed that the vortices change #fepe from the elongated vortices at z=0.5DH to
almost round vortices (see Fig. 6.5). Here ANSYX@#th the BSLRSM model are still showing
clearly defined vortex structures and the SST-C®uience model solution obtained with ANSYS
CFX solver shows only a slightly more dissipativaacter. The maximum amplitude of z-vorticity in
the vortex cores is slightly less compared to ttNSXS CFX, BSLRSM solution. More turbulent
vortex dissipation in this comparison of time-agga vorticity is observable for the ANSYS Fluent,
SST-CC ando-RSM solutions. ANSYS Fluent URANS solutions shaatively smaller maximum
z-vorticity amplitudes and the vortices are spreatl over a wider area in the subchannels. This
correlates inversely with the increased resolvddoity fluctuations observed in Fig 6.3 and 6.16 fo
the respective models.

Finally the ANSYS CFX and the ANSYS Fluent solutiaith SAS-SST scale-resolving turbulence
model approaches show similarly reduced vorticitygpbtude and a wider spread of the vortex
structures over the subchannel cross sectionseXplanation for this is that the URANS solutions
tend to underpredict the strong transient turbulleictuations in this type of flow. Consequentheth
URANS solutions tend to predict more stationaratams of the vortex cores, and the resulting time-
averaged vorticity patterns are less spread outname clearly defined. On contrary the SAS-SST
solutions resolve a wider range of turbulent lengtid time scales and predict stronger turbulent
fluctuations of the vortex systems in the subchbnrénis results in rapidly moving vortices ovee th
cross section of the subchannels and consequemtlihé time averaging results in a more diffuse
vortex pattern and reduced vorticity amplitudeha time-averaged solution. However this should not
be confused with any numerical diffusivity of th€Z solvers.

Fig. 6.6 shows the location of defined line crosstisns y1, y2 and y3 at different distances z=0,5D
1.0D,, 4.0D; and 10.0h downstream of the tips of the guide vanes of @& §/pe spacer grid,
which are used for the following quantitative comigan of time-averaged mean and RMS velocity
component profiles. Further Fig. 6.7 shows the aaptconfiguration at the KAERI MATIS-H test
facility for front measurements (Chang, et al., 201(Song, et al., 2012). Due to the installed
downstream end support for the 5x5 rod bundle shiowkig. 6.7 a) the measurements for u- and v-
velocity component and RMS values are limited ®ghown sector of the rod bundle, see Fig. 6.7 ¢),
where the support grid has been reduced to thabp@sainimum of flow path obstruction. Profiles
for the axial w-velocity component and ¥y values at lines y1, y2 and y3 are available from
corresponding side measurements for the entirehvaitithe rocbundle; see Fig. 6.7 b).

Figs. 6.8 a)-f) show the comparison of ANSYS CFXI &NSYS Fluent results obtained along line
y2=49.68mm for z=0.5[ z=1.00y and z=4.0[3. Both solvers show similar if not equal results fo
the two compared URANS turbulence model approadhesfiles of time-averaged z-component of
velocity show that the results obtained with thd 88bulence model with curvature correction terms



deliver almost the same solution as the RSM turimlenodels. Only some minor difference is seen,
for example the predicted minima and maxima of lax@ocity are slightly higher for the SST-CC
model, which can be attributed to its isotropic releer, which can miss the transverse secondary
flows. Those are captured by the anisotropic RSMetowhich leads to redistribution of momentum
in the transverse direction and therefore to aedsm in axial velocity extrema. When the URANS
results were compared to the KAERI MATiS-H datavéts found that characteristic velocity minima
and maxima occur at the same x-coordinate, bun#aBe all the URANS simulations substantially
overpredict these extrema in the axial velocity porrent profiles. The reason for this behavior ef th
URANS turbulence models is explained by the follogviwo reasons:

1. By its derivation URANS is not able to resolve r@levant turbulent length and time scales
of a turbulent flow and thereby underestimatesréselved turbulent fluctuations. A part of
the turbulent fluctuations is modeled by the k ¢igmaand therefore for a fair direct
comparison of Bys the amount of modeled and resolved turbulent dlatbns has to be
summed together.

2. Further the observed strong vortex systems leaigtovelocity gradients in the vortex cores
and consequently to large eddy viscosity at théadacation of the vortex structures/cores.
In turn this might lead to a self-stabilizing effan the URANS simulations, where the
predicted vortex structures are more stationargpice than in reality. In the time-averaged
profiles of velocity and vorticity components thésads to more sharply defined minima and
maxima in comparison to SRS solutions and datarevtie full cascade of turbulent eddies
lead to broader smearing of those extrema dueutduthtion of the vortex structures in the
open space of the rod bundle subchannels.

As previously outlined the SAS-SST scale-resolvingoulence model simulations were run to
completion in the post-test phase of the MATiS-khdfenark using both ANSYS CFX and ANSYS
Fluent on Mesh3. The results are exemplarily shoawhigs. 6.9 and 6.10 in comparison to data for
line yl1 at cross sections z=0.5@2nd z=4.0. For the time-averaged mean velocity component
profiles the usage of SAS-SST in comparison to 8€Tmodel leads to some improvement in the
predicted amplitudes of velocity extrema, but ngni#icant changes can be observed in the general
flow patterns. In contrast, from Fig. 6.10 it cap bbserved that not surprisingly the URANS
turbulence model approaches (SST-CC) had undegteedihe RMS values of resolved velocity
fluctuations, while the SAS-SST models in ANSYS CBXd ANSYS Fluent deliver quite a good
agreement between predicted velocity RMS valuesdatal thereby showing that the SRS simulations
resolve most of the turbulent fluctuations. Herdas to be mentioned again, that for a steady-state
RANS solution the RMS values of resolved velociticfuations would be absolutely zero and that for
a 1:1 comparison the amount of modeled turbulewtdiations, i.e. the kinetic turbulent energy, vaoul
need to take into account for the comparison widasared RMS values of velocity fluctuations. The
comparison in Fig. 6.10 shows only the resolved paturbulent fluctuations for the CFD solutions.
With increasing distance from the split type spayét the comparison with KAERI data seems to get
even more accurate for the SRS solutions and theeagnt between the SAS-SST solutions of the
two ANSYS CFD solvers at z=4.Q0s very good as well. More detailed postprocessimgws, that
similar good agreement between the SRS solutiodsdata can be obtained for lines y2 and y3 as
well as for z=10.0R.

7. THE 5X5 ROD BUNDLE FLOW WITH SWIRL TYPE SPACER

7.1. Geometry and Mesh Hierarchy

The geometry and mesh creation for the full benckrgaometry with the swirl type spacer grid (see
Fig. 2.2) followed essentially the same steps axriwed in paragraph 6.1. The swirl type spacer
geometry shows a 180 degree periodicity and a §fedesymmetry, so that in principle it would be
possible to simulate just 1/4th of the full geomeBut if 90 degree symmetry resulting in 1/4thtlod

full geometry would be assumed, then the symmdaygs x=0 and y=0 would cut rows of cylindrical
buttons at in half and the imposed symmetry boyndanditions, would suppress the van Karman
vortex streets shedding which would disturb theettgyment of transient flow downstream of these
cylindrical buttons in the spacer geometry. A 18@ree half periodic domain also cuts the buttors bu
the periodic boundaries allow the development afigrent vortices across them. Also any potential



interference with the lines of data comparison at y1, y2 and y3 is avoided. Therefor for this benchmark
exercise it was finally decided to make use of the 180 degree periodicity and to simulate half of the
geometry (see Fig. 7.1).

Furthermore the 5x5 rod bundle geometry with swirl type spacer was decomposed in three parts: (b)
the spacer grid including the rows of buttons and attached guide vanes, (a) the 55 rod bundle
geometry from the inlet cross section up to the entry cross section into the spacer and (c) the 5x5 rod
bundle geometry downstream of the spacer. As described in paragraph 6.1 for the split type spacer grid
geometry the mesh for the part (b) was generated as a tet/prism mesh using ANSYS Workbench
Meshing 14.0. Next the resulting surface meshes at interfaces with parts (a) and (c) have been
extruded along the axial coordinate of the rod bundle, resulting in hexahedral boundary layer mesh
around the rods of the rod bundle and prism mesh in the core of the subchannels. All mesh interfaces
were created as fully conformal hybrid mesh including matching mesh interfaces for the periodic
boundary conditions at y=0 (Fig. 7.1).

The resulting Mesh 2 for the 180 degree periodic domain had 108.7 M mesh elements, 40.6 M nodes,
Y mean = 2.3 and a Y, = 5.9 (based on the vertex centered discretization of ANSYS CFX, see remark
in paragraph 6.1). Thus the created numerical mesh exceeds the mesh resolution of Mesh 3 for the split
type spacer geometry and shows the same high quality for other mesh metrics.

B ! 0.100 (m) ~>1
— 0.025 0.075

Figure 7.1: Computational domain of swirl type spacer grid geometry. Magenta and cyan surfaces are
connected with periodic boundary conditions using conformal mesh.

7.2. CFD Test Matrix and Selected Turbulence Models

For the URANS simulations with the swirl type spacer grid there was time to run only one turbulence
model for each solver so it was decided to run the simulations for the 180 degree periodic swirl type
spacer geometry with BSLRSM model in ANSYS CFX and with the SST-CC model using ANSYS
Fluent. Again simulations had been carried out as transient, time-averaged URANS simulations using
essentially the same numerical parameters as specified in Table 6.2. The maximum number of
coefficient loops/iteration had to be increased to 15 for the BSLRSM model in ANSYS CFX, and as
the simulation progressed in time only 7-10 coefficient loops were used to reach the convergence
criterion. For the ANSYS Fluent SST-CC simulation the gradient discretization method was set to
Least Square Cell Based.

As for the split type spacer grid geometry SAS-SST (ANSYS Fluent) and ZLES SAS-SST (ANSYS
CFX) scale-resolving turbulence model approach simulations had been carried out in the post-test
phase of the MATiS-H benchmark, using the available Mesh 2.

7.3.  Obtained CFD Results and Comparison to Data

The CFD simulations for the swirl type geometry essentially showed the same transient flow patterns
as discussed in paragraph 6.3, with the difference that the different design of the swirl type spacer grid
induces strong counter-rotating vortices in each subchannel. Flow patterns are visualized in Fig. 7.2



for both types of spacer grids and it can be olegkrthat the split type spacer leads to a redigidb
and flow mixing between subchannels, while the Istyjye spacer grid leads to one dominating vortex
per subchannel.

This flow pattern can be seen from the Fig. 7.@/@l, where contours of time-averaged z-component
of vorticity at xy-plane cross sections at z=0,5B=1.00, and z=4.0[ downstream of the swirl type
spacer grid are shown. From the images again itbeabserved, that the ANSYS CFX solution
applying BSLRSM model leads to higher vorticity dityale at larger distance from the spacer grid in
comparison with the ANSYS Fluent SST-CC solutiome Tdifferences in the CFD solutions are
caused by differences in the applied turbulenceaisoals well as by the prediction of larger flondie
fluctuations and smaller turbulent length and tscales by the ANSYS Fluent solver leading to the
dispersion of the vortex cores over a larger andghé time-averaged solution.

Fig. 7.5 shows the time-averaged axial velocity ponent w at lines y1=16.56mm and y3=81.29mm
for axial distances of z=0.5Dz=1.00y and z=4.0[} from the spacer vanes tip, for the ANSYS CFX
and ANSYS Fluent URANS solutions in comparison e data from the KAERI MATIS-H test
facility (Chang, et al., 2012). The same observate for the split type spacer grid geometry can be
made, that the URANS solutions are predicting thees of the spacer grid induced vortices in the
right locations but tend to substantially overpcedhe minima and maxima in the velocity profiles.
Furthermore the strong swirling flow in the subaheis is preserved for too long a distance
downstream of the spacer grid, which is caused Isnbinthe underprediction of turbulent fluctuations
and the inherent limitation of URANS in the res@uat of turbulent length and time scales.
Nevertheless it can be mentioned, that the ANSYi#®il and ANSYS CFX URANS solutions are
similar.

Post-test calculations have been carried out ®sttirl type spacer grid geometry on Mesh2 usieg th
SAS-SST ZLES (ANSYS CFX) and SAS-SST (ANSYS Fluestgle-resolving turbulence model
approaches. Model parameter settings for thesetgsissimulations are summarized in Table 6.4. The
SRS simulations have been carried out on the hadimgtry with the same periodic boundary
conditions for the 180 degree rotational symmesrgpplied for the URANS simulations.

Fig. 7.4 shows the comparison of the resulting &3~ results for contours of time-averaged z-
component of vorticity at xy-plane cross sectiong=#.50y, z=1.00y, and z=4.0} downstream of
the swirl type spacer grid. Here the scale-resgiviurbulence model approach solutions of both
solvers ANSYS Fluent and ANSYS CFX are in almogstfiget agreement. At z=4.QPDboth solvers
predict lesser time-averaged z-vorticity in comgami to the URANS solutions due to the non-
stationary behavior of the vortices in the subcleésmand possible vortex breakdown by turbulent
fluctuations.

Finally Figs. 7.6 and 7.7 show comparison of theSSBST results from both ANSYS CFD solvers
with data for line yl at cross sections z=0,5Dand z=4.0pQ. The time-averaged
v-velocity component is in very good agreement wdidiia. The time-averaged axial w-velocity
component is in fairly good agreement to data veliight overprediction of velocity extrema at
z=0.50; and a slight general overprediction of velocityeleat z=4.0[Q, where the latter might be
attributed to slight variations in mass flow ratetie experiment from the nominal value or to gligh
different distribution of mass flow over differembws of subchannels in the rod bundle. The
comparison of time-averaged u-velocity profilez=af.50, with data shows some anomalies. While
the CFD results show symmetric profiles with respecthe center location of subchannels with
alternating positive and negative u-velocities athbsides of a vortex core, the measurements show
all positive values of u-velocities for almost taetire y1 cross section on both distances from the
spacer, which is rather unlikely and measuremeatr&ion the general small velocity amplitude for
this velocity component might play a role here.

Fig. 7.7 shows the comparison for RMS values obaig} fluctuations at z=0.5Pand z=4.0Q). The
SAS-SST results show the correct amplitude of tertufluctuations directly after the swirl type
spacer grid. At larger distance at z=4,0be RMS values of velocity fluctuations from bdit-D
solutions are in nearly perfect agreement withaat. Again the ANSYS Fluent and ANSYS CFX
solutions for the SAS-SST model approach on idahtitimerical meshes compare well with each
other.



8. SUMMARY & CONCLUSIONS

The single-phase turbulent water flow through a 5x5 rod bundle array installed in a horizontal position
and with split type and swirl type spacer grids has been investigated in accordance with the
OECD/NEA MATiS-H benchmark specifications (OECD/NEA, 2011) using ANSYS CFX and
ANSYS Fluent 14.0. Flow predictions have been carried out using the SST turbulence model with
curvature correction terms, w-based RSM turbulence models as well as WMLES and SAS-SST scale-
resolving turbulence model approaches.

The paper describes the established CFD investigation methodology which allows the application of
major principles of ERCOFTAC CFD Best Practice Guidelines (Casey, et al., 2000), (Menter, 1998-
2002) to this rather complex application. From the investigations it has been demonstrated, that the
flow through the spacer grids and rod bundle shows an inherent strong transient behaviour and
therefore all CFD computations have to be carried out at least as time-averaged URANS simulations,
but preferably using scale-resolving turbulence model approaches like SAS-SST. The required mesh
resolution, numerical parameters and fully developed flow inlet boundary conditions were derived
from precursor CFD simulations.

The finally obtained CFD solutions for the full MATiS-H benchmark geometry with spacer grids are in
general good agreement between the two ANSYS CFD software packages (ANSYS CFX and ANSYS
Fluent) and between the SST-CC, w-based RSM and SAS-SST turbulence models. The qualitative
patterns of vorticity are observed to be the same but it was found, that the URANS approaches tend to
underpredict the turbulent fluctuations of spacer grid induced vortex structures in space and time
which leads to an overprediction in velocity and vorticity extrema in the investigated line profiles in
comparison to measurements. Finally scale-resolving simulations applying the SAS-SST model on the
finest available meshes have led to very good agreement between ANSYS CFD solutions and the
KAERI MATiS-H benchmark data for both types of spacer grid geometries (Chang, et al., 2012). The
SAS-SST solutions not only show a more accurate prediction of mean velocity components, but are
obviously as expected able to predict enhanced turbulent mixing in the rod bundle subchannels and
RMS values of velocity fluctuations in substantially better agreement to data then the investigated
URANS approaches.
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d) ANSYS Fluent, w-RSM, Mesh3

Figure 6.3: Contours of instantaneous axial velocity component w in yz-plane cross section at
x=0.014m; comparison of CFD solvers and turbulence model approaches.
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Figure 6.4: Contours of time-averaged z-component of vorticity at xy-plane cross section at z=0.5Dy
downstream of the split type spacer grid.
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Figure 6.5: Contours of time-averaged z-component of vorticity at xy-plane cross section at z=4.0Dy
downstream of the split type spacer grid.
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Figure 6.6: Location of line cross sections y1, y2 and y3 at different elevations z=0.5Dy, 1.0Dy, 4.0Dy
and 10.0Dy in the MATiS-H rod bundle geometry with split type spacer grid.

-

7
» --10 190 Z A Spacer Grid Flow Straightener
LDA Probe B %///// I/, //>5V// ///,/’//////////
= /
»
) B)
Air Glass = -
(n=1.52) i & 4 e Ll L A e
10 -
2Ll %10
2 A
L
(050,] [0 [ZD,] [0
12.135 24.27 97.08 242.7 2427
- ot = Y Y
1. 4 -
9 O O,
ks i 2.455P == 2.455P
A © © ©
D T QOO 900
E O—0 : 3 1.5P ; 1.5P
1
—— v QOO QO
1 10 jDD 0 = 0.5° 3 0.5P
® O, O, O, G /\ m
1 2] mman - X - X
e LA oo
a) End support grid of the rod bundle  b) Side measurement (w) ¢) Front measurement (u,v)

Figure 6.7: Optical configuration at KAERI MATiS-H test facility for front measurements. Location of
measurement cross sections y1, y2 and y3 for different positions of the spacer grid at z=0.5Dy, 1.0Dy,
4.0Dy and 10.0Dy upstream the measurement plane in the MATiS-H rod bundle geometry.



= S
= =
9 <9
2 2
3 3
2 2
£ s
o o
g g
s S
® 9
N 0.40 N
g + Experiment g + Experiment
s 0.20 |—CFX, SST-CC S 0.20 [—Fluent, SST-CC
=z —CFX, BSLRSM Z —Fluent, oORSM
0.00 0.00
-3.0 -2.0 -1.0 0.0 1.0 2.0 3.0 -3.0 -2.0 -1.0 0.0 1.0 2.0 3.0
Normalized x-Coordinate x/P Normalized x-Coordinate x/P
a) ANSYS CFX, Line y2, z=0.5Dy d) ANSYS Fluent, Line y2, z=0.5Dy
1.60 1.60
= =
= =}
9 9
2 2
3 3
2 2
£ £
o L)
S S
s S
3 ?
N N 0.40
Tg + Experiment E + Experiment
S 0.20 |—CFX, SST-CC S 0.20 | —Fluent, SST-CC
4 —CFX, BSLRSM 4 —Fluent, oRSM
0.00 0.00
-3.0 -2.0 -1.0 0.0 1.0 2.0 3.0 -3.0 2.0 -1.0 0.0 1.0 2.0 3.0
Normalized x-Coordinate x/P Normalized x-Coordinate x/P
b) ANSYS CFX, Line y2, z=1.0Dy ¢) ANSYS Fluent, Line y2, z=1.0Dy
1.40 1.40
= x
_gl 1.2 _gl 1.20
2 2
3 3
2 2
8 0 3 0.80
2 S
_g 0.60 g 0.60
§ 0.40 E 0.40
5 + Experiment = + Experiment
E 0.20 |—CFX, SST-CC £ 020 | —Fluent, SST-CC
zO —CFX, BSLRSM § —Fluent, oORSM
0.00 0.00
-3.0 -2.0 -1.0 0.0 1.0 2.0 3.0 -3.0 -2.0 -1.0 0.0 1.0 2.0 3.0

Normalized x-Coordinate x/P
¢) ANSYS CFX, Line y2, z=4.0Dy

Figure 6.8: Comparison of time-averaged axial velocity component w for CFD solutions on Mesh3 at

Normalized x-Coordinate x/P
f) ANSYS Fluent, Line y2, z=4.0Dy

line y2=49.68mm for axial distances to the spacer grid at z=0.5Dy, z=1.0Dy and z=4.0Dy,.




080 + Experiment 080
CFX, SST-CC, Mesh_3
0.60 —CFX, ZLES, Mesh_3 0.60
x ~——Fluent, SST-CC, Mesh_3 x
3 — . 3
'°| 0.40 Fluent, SAS-SST, Mesh_3 '°| 0.40
2 2
=1 =]
2> 020 2> 02
Q %3
o o
Q
> 000 > 000
3 0.0 3
N N
® ®
g 020 g 020
S S
4 S z -
0.40 J 0.40 + Experiment
CFX, SST-CC, Mesh_3
——CFX, ZLES, Mesh_3
-0.60 -0.60 ——Fluent, SST-CC, Mesh_3
——Fluent, SAS-SST, Mesh_3
-0.80 . . -0.80 . .
Normalized x-Coordinate x/P Normalized x-Coordinate x/P
a) U velocity component, Line y1, z=0.5Dy d) U velocity component, Line y1, z=4.0Dy

Normalized x-Coordinate x/P

1.00 + Experiment 0.80
CFX, SST-CC, Mesh_3 + Experiment
0.80 ——CFX, ZLES, Mesh_3 CFX, SST-CC, Mesh_3
~——Fluent, SST-CC, Mesh_3 060 ——CFX, ZLES, Mesh_3
= 060 s —Fluent, SAS-SST, Mesh_3 = ——Fluent, SST-CC, Mesh_3
';| oo -:, 0.40 —Fluent, SAS-SST, Mesh_3
2 040 2
> | >
> > 020
A
5 020 5
o o
Q
> 000 > o000 %
3 10 3
N N
= -0.20 =
© ©
. -0.20
E £
S 040 A S
§ A -0.40
-0.60 LS
080 -0.60
-1.00 -0.80

Normalized x-Coordinate x/P

b) V velocity component, Line y1, z=0.5Dy

1.60

Normalized x-Coordinate x/P

e)

V velocity component, Line y1, z=4.0Dy
1.40

1.20
= x N
'gl EI s 4
3 2 1.00
H 3
> >
= =
3 8 o080
2 2
s s
> >
% X os0
T T
Q (]
2 N
g + Experiment E 0.40 * Experiment
£ o040 £
S CFX, SST-CC, Mesh_3 5 CFX, SST-CC, Mesh_3
z —CFX, ZLES, Mesh_3 z —CFX, ZLES, Mesh_3

0.20 ——Fluent, SST-CC, Mesh_3 0-20 ~——Fluent, SST-CC, Mesh_3

—Fluent, SAS-SST, Mesh_3 ——Fluent, SAS-SST, Mesh_3
0.00 0.00
0.0 05 1.0 15 20 25 0.0 05 1.0 15 20 25

Normalized x-Coordinate x/P

¢) W velocity component, Line y1, z=0.5Dy f) W velocity component, Line y1, z=4.0Dy
Figure 6.9: Results of SST model with curvature correction, SAS-SST (ANSYS Fluent) and ZLES
SAS-SST (ANSYS CFX) on Mesh 3 for split type spacer grid. Comparison of time-averaged velocity
components at line y1=16.56mm for axial distances to the spacer grid at z=0.5Dy and z=4.0Dy,.



0.50 0.50
+ Experiment
0.45 CFX, SST-CC, Mesh_3 0.45 + Experiment
——CFX, ZLES, Mesh_3 CFX, BSLRSM, Mesh_3
’—3‘ 0.40 | ——Fluent, SST-CC, Mesh_3 % 0.40 —CFX, ZLES, Mesh_3
< ——Fluent, SAS-SST, Mesh_3 = ~——Fluent, SST-CC, Mesh_3
2 2 035 | —Fluent, SAS-SST, Mesh_3
£ £
=5 =
=) S 030
° o
[ Q
= N
® ®
£ £
= =
o o
4 z
0.05
0.00
0.0 05 1.0 15 20 25 0.0 05 10 15 20 25
Normalized x-Coordinate x/P Normalized x-Coordinate x/P
a) URMS, Line yl, ZZO.SDH d) URMS, Line yl, Z:4.0DH
0.50 0.50
¢ + Experiment
0.45 s CFX, SST-CC, Mesh_3 0.45 + Experiment
*" | —CFX, ZLES, Mesh_3 CFX, SST-CC, Mesh_3
§ 0.40 + | —Fluent, SST-CC, Mesh_3 § 0.40 | —CFX, ZLES, Mesh_3
'°| —Fluent, SAS-SST, Mesh_3 '°| ~——Fluent, SST-CC, Mesh_3
2 2 035 | —Fluent, SAS-SST, Mesh_3
E E
> >
T
k-]
3
= =
E £
5 =
z 2
0.05
0.00
0.0 05 1.0 15 20 25 0.0 05 10 15 20 25
Normalized x-Coordinate x/P Normalized x-Coordinate x/P
b) VRMS, Line yl, ZZO.SDH e) Vms, Line yl, Z:4.0DH
0.50 0.50
+ Experiment
0.45 CFX, SST-CC, Mesh_3 0.45 + Experiment
——CFX, ZLES, Mesh_3 CFX, SST-CC, Mesh_3
‘3‘ 0.40 ——Fluent, SST-CC, Mesh_3 ‘—=‘ 0.40 —CFX, ZLES, Mesh_3
'°| ——Fluent, SAS-SST, Mesh_3 '°| ~—Fluent, SST-CC, Mesh_3
2 2 035 | —Fluent, SAS-SST, Mesh_3
E E
= S 030
3 o
.ﬁ & 025
ot ®
£ =
2 2
0.10
0.05 ‘
0.00 -
0.0 05 1.0 15 20 25 0.0 05 1.0 15 20 25
Normalized x-Coordinate x/P Normalized x-Coordinate x/P
¢) Wrus, Line y1, z=0.5Dy f) Wrus, Line y1, z=4.0Dy

Figure 6.10: Results of SST model with curvature correction, SAS-SST (ANSY'S Fluent) and ZLES

SAS-SST (ANSYS CFX) on Mesh 3 for split type spacer grid. Comparison of time-averaged RMS

values of velocity components at line y1=16.56mm for axial distances to the spacer grid at z=0.5Dy
and z=4.0Dy.



Figure 7.2: Streamlines in the 5x5 rod bundle with split and swirl type spacer grid geometry.
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Figure 7.3: Contours of time-averaged z-component of vorticity from URANS simulations at xy-plane
cross sections at z=0.5Dy, z=1.0Dy, and z=4.0Dy downstream of the swirl type spacer grid.
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Figure 7.4: Contours of time-averaged z-component of vorticity from SAS-SST simulations at xy-
plane cross sections at z=0.5Dy, z=1.0Dy, and z=4.0Dy downstream of the swirl type spacer grid.
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Figure 7.6: Results of SAS-SST (ANSYS Fluent) and ZLES SAS-SST (ANSYS CFX) on Mesh 2 for
swirl type spacer grid. Comparison of time-averaged velocity components at line y1=16.56mm for
axial distances to the spacer grid at z=0.5Dy and z=4.0Dy,.
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Figure 7.7: Results of SAS-SST (ANSYS Fluent) and ZLES SAS-SST (ANSYS CFX) on Mesh 2 for
swirl type spacer grid. Comparison of time-averaged RMS values of velocity components at line
y1=16.56mm for axial distances to the spacer grid at z=0.5Dy and z=4.0Dy,.



