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Abstract

An investigation of different turbulence Scale-Resw Simulation (SRS) modeling approaches for the
flow in a T-junction has been conducted using tlwal&Adaptive Simulation (SAS), the Delayed
Detached Eddy Simulation (DDES) and the Embeddegd &ddy Simulation (ELES) methods. The
results show that all models are able to accuraedglict the mean and RMS velocity profiles, wheadi

in combination with a low dissipation advection eete. However, when a slightly more dissipative
scheme is used, the SAS model yields less accresiidts, indicating that this flow does not prodace
strong enough flow instability to allow the safeplgation of this model. The DDES and the ELES
models show less sensitivity to the numerical isgttompared to the SAS model. The main goal of the
study is the accurate prediction of heat transfethe walls in the mixing zone. In that respeat, HLES
method produces the most consistent agreementhvétbxperimental data.

1. INTRODUCTION

Turbulent mixing of fluids of different temperatsgran T-junction geometries is of significant imgporte

in the field of nuclear reactor safety, since ihdaad to highly transient, low frequency tempemtu
fluctuations on the adjacent pipe walls, to cythermal stresses in the pipe walls and consequéamtly
thermal fatigue and failure of the piping. The wasly thermal mixing of two fluid streams of diffate
temperature as well as the accurate predictiohef/elocity field is a challenging test for Compiataal
Fluid Dynamics (CFD). CFD methods based on Unstdelynolds Averaged Navier-Stokes (URANS)
formulations, which are typically used in indudtrégoplications, have difficulties in providing acate
results for such flows. In many cases, the highulemt viscosity predicted by the RANS models ia th
mixing zone due to the locally high shear rategpsegses any transient flow development and the CFD
results converge to a steady-state solution. Orother hand, experimental observations clearly show
strong temperature transients on the pipe wallsndowam of the T-junction (the so-called thermal
striping effect). Recent studies using advancedeSRasolving Simulation (SRS) models such as Large
Eddy Simulation (LES), Detached Eddy Simulation @)ESpalart 2009; Spalart et al. 1997; M. Strelets
2001) and Scale-Adaptive Simulation (SAS) (F. R.nke & Kuntz 2004; Egorov et al. 2010; F. R.
Menter & Egorov 2010) have shown promising res(@btsuka et al. 2003; Igarashi et al. 2003; Hu &
Kazimi 2003; Braillard et al. 2005; Frank et al12). However, a detailed validation of such methigds
still required in order to determine their rangevalidity and their accuracy.

For that purpose, a recently proposed OECD bendhtaat case (OECD/NEA 2011; OECD/NEA 2009;
Mahaffy 2010) is investigated. The correspondingeginent was carried out by Vattenfall in 2009hst t
Alvkarleby Laboratory (Odemark et al. 2009), VaftdhResearch and Development AB.

In the present report, several SRS approachesastdered, namely Delayed Detached Eddy Simulation
(DDES) (Spalart et al. 2006), SAS (F. R. Menter goEbv 2010) and Embedded Large Eddy Simulation
(ELES) (Davor Cokljat et al. 2009) in combinatiorittwan algebraic Wall Modeled LES (WMLES)
formulation (Shur et al. 2008). The simulations laased on ANSYS Fluent 13.0. All turbulence models
are tested with the use of two different advectidarpolation schemes, namely Central DifferencB)(C
and Bounded Central Difference (BCD) (Jasak etl@p9), since the stability of the flow in the T-
Junction test case can be strongly influenced bydibsipative properties of the numerical schemibhef
CFD code.



2. TEST CASE DESCRIPTION

The model tests were carried out in 2009 at thekddeby Laboratory, Vattenfall Research and
Development (Odemark et al. 2009). The relateddas¢ conditions had been documented in the OECD
benchmark specification (OECD/NEA 2011; OECD/NEA20Mahaffy 2010). The test rig is illustrated
in Fig. 1.
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Fig. 1. Side view of the Vattenfall T-junction téatility in the vertical plane (dimensions aregjmMn
mm)

The setup consists of a vertical pipe with innemuiterD, and a horizontal pipe with an inner diameter
Dy, with a diameter ratio of [ID,=1.4. The length of the straight pipes upstreatmefT-junction is more
than 8@y, for the horizontal pipe, and approximatelyC2@or the vertical pipe. All the experimental tests
were carried out with water. The mass flow ratiothie two pipes was kept constant throughout the
experiment Q/Q~1.5). The Reynolds number based on bulk velocityl pipe diameter were
approximately Rg=p-Up,vDJ/u,=810" and Re=p-UpDy/un=1-10° for vertical and horizontal pipes
respectively. The temperature of the water Was309K and T;,=292K in the vertical and horizontal
pipes respectively with a temperature differencdf17 K. The Prandtl number was different for each
pipe with Pr,=x,Cy/1=5 and Pr,=uyC/4=7 in the vertical and horizontal pipes respectivély the
current simulations, density, specific heat cagaeitd thermal conductivity are assumed to be aomst
while the dynamic viscosity is modeled with the oé@iecewise polynomial approximation based on the
data from (OECD/NEA 2009; OECD/NEA 2011; Mahaffyl2.

3. NUMERICAL SET-UP

A sketch of the domain is shown in Fig. 2. Thetiskection is located &/D,=3.1 and aX/D,=-3.0 in the
vertical and horizontal pipe respectively. The euslection is located &/D,=20.0. When ELES is used,
the inlet RANS-LES interface is locatedzD,=-0.7 and aX/D,=-1.0 in the vertical and horizontal pipe
respectively, while the outlet RANS-LES interfasddcated aX/D,=7.0.

The computational grid for this flow consists obab4.9 million hexahedral cells (see Fig. 2). Tiniel
size in wall normal direction is set to haxg'<1 in most of the domain. The grid step in axiafl an
circumferential direction is chosen as follows. Rbe horizontal pipe, the grid has/A.i.~20 and
OnAcircumferrentia~33, Wheres,=0.9Dy, is the boundary layer thickness at the horizoritz mlet section (the
flow is fully developed). For the vertical pipe tlgid hasd/Axia~6 and oW/Agicumferrenia®15, Where
0,=0.2D, is the boundary layer thickness at the verticgepinlet section. In wall units, the grid
parameters aré\{,ia", Acircumterrential )<(7500, 3000) for the vertical pipe anhgs’, Acicumferrential )=(7500,
4500) for the horizontal pipe, which means thatftbes cannot be handled by conventional LES on the
current grid. For this reason the different hydRANS-LES models listed above have been employed.
The time step is equal tt=0.016D,/U, which leads to maximum CFL number of around 4 ribar
junction. To obtain unsteady statistics, the instaeaous flow fields are averaged over 40000 tirapsst
which correspond to approximately 27 convectiveetiomits (23.1D,/Uy). Averaging has been started
after a statistically converged solution was ol#dinVhen starting the simulation from a RANS soluti
this requires of the order of 10000 time steps.
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Fig. 2. Computational domain and computational &gidhe T-Junction flow (X/D=Y/D=2/D=0
corresponds to the pipe center lines intersection)

The boundary conditions for this case are specifisdfollows. For the inlet boundaries, precursor
simulations of the pipe flow are performed using ST RANS model. For the cold leg pipe, fully
developed pipe flow is calculated using the SST ehahd the profiles of velocity, temperature, and
turbulence quantities are specified on the inletalary. For the hot leg, the pipe flow is calculate fit

the thickness of the experimental profiles and tiieise extracted profiles are specified on thenrzter
pipe inlet in the same manner as for the cold waiter. This allows the consistent specification amdy

of the mean flow, but also of the turbulence queedti

All the simulations within the report have beenrigar out with the use of the ANSYS Fluent 13.0 CFD
code. Within this code, the governing equations waréten in a transient formulation and the
incompressible fluid assumption is selected. Atéiniolume method on unstructured grids with a cell-
centered data arrangement is adopted. The equatiersolved with the use of the implicit point Gaus
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Seidel method using a Rhie-Chow flux correctioniéR& Chow 1983) which is aimed at suppressing
unphysical pressure oscillations. An algebraic igritt solver is applied for convergence acceleratiy
computing corrections on a series of grids. The BIFC method (Patankar 1980) is used for pressure-
velocity coupling and 10 sub iterations per timepsare performed. The inviscid fluxes in the moment
equations are approximated with the use of thergkooder centered scheme (CD) (Murthy et al. 2006)
and with the use of second order bounded centf@reince scheme (BCD) (Jasak et al. 1999), while in
the temperature and the turbulence equations tendeorder upwind scheme is used (Kim et al. 1998).
For pressure interpolation, the “Standard” intesgioh (weighted interpolation based on central
coefficients) is utilized (Mathur & Murthy 1997) drihe gradients are approximated with the use Ibf ce
based Green-Gauss theorem (Kim et al. 1998). Tine dierivatives are approximated with the use of the
three-level second order backward Euler schemet(iyiat al. 2006).

4. DESCRIPTION OF THE FLOW PHYSICS AND MODELING APPROACH

In the current test case, there are numerous mlysitects which are of relevance for the CFD
simulation. There are different instability mectsams in the mixing zone resulting from the inter@ctof
the two pipe flows.

One effect is a result of the different sizes @& two pipes. The hot-leg pipe is of smaller diamétan
the cold one. As a result, the hot flow has sonaatteristics of a jet in cross-flow relative te ttold
flow in the larger pipe. This can produce phenomsinglar to vortex shedding behind a cylinder in
cross-flow with a distinct Strouhal frequency. Cioghe relatively small mismatch in pipe diamethis
effect is not as pronounced as in a free jet issiftow, but it does affect the development offthe. In
the simulations, it is observed that there is atinaly slow variation of the flow field, resulting the
need for fairly long time averages. It is assunfet the lateral motion of the ‘jet’ emanating frdhe
smaller pipe is the physical effect behind thisestation.

Secondly, there is a flow instability in the shé&grer emanating from the start of the pipe intereac
This flow phenomenon is similar to Kelvin-Helmholtzstability and is responsible for strong thermal
mixing in the most upstream portion of the intei@cizone.

Finally, the formation of a horseshoe vortex isavieed upstream of the ‘jet’ injected from the small
pipe. Again, the ‘jet’ acts like a cylinder in cesflow to the flow in the larger pipe. All threeofl/
phenomenon interact in a complex way with eachradingl with the turbulence from the upstream pipe
flows.

Due to the need for resolving the unsteady natéithe flow and especially the unsteady temperature
fluctuations on the walls (thermal striping), thmglations have to be carried out in unsteady méds.
known that the application of standard RANS modelsnsteady mode (URANS) is not sufficient for
computing such turbulence mixing regimes. It isre¢fiere required to apply SRS models which can
resolve the unsteady turbulence in the mixing zone.

When using global models like SAS and DDES, the etwdvill only convert to SRS mode if the
instability of the flow is sufficiently strong toegerate ‘new’ turbulence, which then essentiallgrades

the upstream turbulence from the pipe flows. Theeru flow is not necessarily in that categoryjlas
length and time scales of the upstream (pipe) tartme are of the same order as the turbulencessicale
the mixing zone. In addition, it is not clear ifetfilow instabilities described above are of sudii
strength to override the existing turbulence frdm pipe flows. The application of global models is
therefore running the risk of not switching to f8IRS mode in the mixing zone. From this model fgmil
the SAS and the DDES model are investigated. Spewiphasis is placed on the formation of resolved
turbulence structures and the dependency of suatefmn processes on the numerical scheme employed
in the solver.

In order to avoid this ambiguity of global modetse simulations have also been carried out with an
embedded LES (ELES) model, which employs a RANS ehad the undisturbed pipe sections and a
WMLES formulation starting upstream of the mixingne. At the RANS-LES interface, modeled

turbulence from the upstream RANS region is com¢ewith the use of a Vortex Method (Mathey 2008;
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Mathey et al. 2006) into synthetic turbulence. Tdliews the simulation to account for any interactof

the upstream pipe turbulence with the turbulenageegded in the mixing zone. Such simulations do not
depend so crucially on the resolution of the ihiflaw instability for the formation of unsteady
structures.

5.RESULTS

Experimental data for this flow are available fevearal X/D sections (1.6, 2.6, 3.6, and 4.6). These
sections are shown in green in Fig. 3. Since theneof interest is near the junction, all the ¢hare
plotted at the X/D=1.6 and X/D=2.6 sections. Instheections, profiles of mean and RMS values &f,U,
and W velocities are available in horizontal andigal planes. To investigate the flow topology,ane
velocity and temperature contours are also showdifiarent sections. To investigate the thermalingx
process, the non-dimensional mean temperature hasvehe RMS temperature were plotted along the
pipe wall (x-direction) at four lines named as td@g, front - 90°, bottom - 180° and rear - 270°.

Z

Fig. 3. A sketch of the T-Junction computationatn@m with the experimental sections

Fig. 4 shows unsteady structures as predicted bydifferent turbulence models (iso-surfaces of
Q=200 & colored with velocity contours). The SAS and DDE8dels show the formation of unsteady

turbulence structures emanating from the initiaking of the two streams. In the mixing zone, ‘new’

turbulence is formed which then dominates the dtneasn mixing processes. In the ELES-WMLES

simulation, resolved turbulence is already intratbat the RANS-LES interfaces which are then also
accounted for in the mixing zone.

As stated already, the application of global modikés SAS and DDES can be compromised if the ihitia
instability is not sufficiently strong, and/or ifis suppressed by numerical dissipation. Thisceffan be
seen in Fig. 4 showing SAS simulations using a @A a BCD scheme. The BCD scheme is more
dissipative and thereby inhibits the formation eédalved turbulence in combination with the SAS nhode
This is an indication that the application of glbb®dels to the current application has to be nuoad
closely, to avoid unphysical results. It is fouhdttthe DDES model is less sensitive to numerietirgs
compared to the SAS model.

Contour plots of the flow in T-Junction can be seefig. 5 and Fig. 6, where velocity and tempeamatu
distributions from the ELES-WMLES with the CD scheiare plotted. The hot water is strongly cooled
downstream of the junction and at X/D=4.6 the flawthe pipe has nearly constant temperature
(however, a small peak can be still observed).thkemal striping phenomenon takes place mostlén t
upstream part of the mixing layer, where high valeé temperature fluctuations (about -@B are
observed (see RMS temperature contours in Fig.F@jther downstream, the magnitude of these



fluctuations decreases and at X/D=4.6 it is asdsvd.1AT with a nearly constant distribution across the

section.
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5.1. Veocity Field Predictions

As seen from mean and RMS velocity profiles (seg Fiand Fig. 8) very good agreement between the
results and the experimental data is observed la@tiange of the scheme from CD to BCD does not
impair the solution for the DDES and ELES-WMLES aggches. However, when the SAS model is used
with the BCD scheme, the mixing layer emanatingnftbe branch pipe downstream the junction remains
stable (see Fig. 4) and as it has been alreadyionent above, the flow downstream of the junction is
then predicted in RANS mode. The lack of the reswlgoherent turbulent structures downstream of the
junction observed for SAS with BCD results in andfigant underestimation of resolved RMS velocities
especially for Wys and \kus, While the other models agree better with the armpental results. It is
worth noting that for all considered approaches, riftieximum values of s in vertical sections are
about 20% smaller than in the experiment, whiler tlea wall good agreement is achieved. The reabon o
such differences is yet unknown.

In summary, all models are able to predict the taweraged mean and RMS velocity profiles with good
accuracy, when combined with the CD scheme for etitve The SAS model reverts back to URANS
mode when used in combination with the BCD scheme.

Mean and RMS Velocity Profiles at X=1.6D
......... 0 Experiment
i 2 8 8 DDES, CD
= S b ELES-WMLES, CD
S u-, z 1 gg %m _________________ SAS, CD
o 10 Do 2o
[te) W\ 1 ') [Ty}
N~ N [=3 < <
o ® " =3 =3
o e o O
S
025 025 025 025
ZID Z/D Z/D
Mean and RMS Velocity Profiles at X=1.6D

gl 2 L Experiment
&% 2 y 18 T 8 DDES, BCD
< | S =) N . S ELES-WMLES, BCD

52 | z . R gg /\ . iz SAS, BCD
2 o H .:7 ! 2 y \ g
o 7 E H =) 7 [}
o ° w© i o /' )
0725 0.25 025 0.25 025 0 025
zZiD Z/D Z/D

Fig. 7. Mean and RMS velocity profiles at X/D=1rbviertical (YZ) section



Mean and RMS Velocity Profiles at X=2.6D
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5.2. Temperature Field Predictions

To analyze the heat transfer predictions, mearRiM8 temperature values of the temperature areeplott
in Fig. 9 and Fig. 10. The comparison with datpligted along lines indicated in Fig. 3 as ‘TogFront’.
‘Bottom’ and ‘Rear’, downstream of the pipe junctids seen, the best results are obtained witluske

of ELES-WMLES approach, for which almost perfedtdbutions of the wall temperatures are obtained.
As it has been already mentioned above, the infl@ef the numerical scheme (CD, BCD) is marginal
for this approach. However, for models for whichrasolved turbulent content is specified in thenbha
and the main pipe upstream of the intersectio®AS and DDES), the results of the wall temperatwee
noticeably less accurate than those obtained WerELES-WMLES approach. The main difference can
be seen on the lines on the Top and Bottom pattseofvall, where the temperatures predicted witth bo
DDES and SAS have a spurious minimum near X/D=fheriTop part of the wall and an underestimation
of temperature on the Bottom section. The tempszaitu the Front and Rear sections are predicted
virtually identically with all models, except netlre T-junction, where there are however no expa dat
available.

Consistently with previous observations for the boration of the SAS model with the BCD scheme, the
thermal mixing is predicted incorrectly. As candmen from Fig. 9, the wall temperature is signiftba
underestimated in all considered wall sectionshtiuld be noted that similar tendencies, but lesere
are also observed for DDES with the BCD scheme.

The results for the RMS temperature shown in Riginticate that all models, except SAS-BCD predict
RMS temperature fluctuations in good agreement thi¢hdata.
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6. SUMMARY
An investigation of different turbulence modelingpaoaches for the thermal mixing in a T-junctioow
has been carried out. The main emphasis is onotin@a&rison of global vs. zonal SRS models.

The results show that all models are able to atelyraredict the mean and RMS velocity profiles.awh

used in combination with a low dissipation CD scheMhe SAS model leads to steady results when
combined with a slightly more dissipative BCD scleermdicating that this flow does not produce a

strong enough flow instability to allow applicatiohthis model. The DDES model is less sensitivéhéo

numerical setting than SAS, but also misses sontbeointeractions of the thermal mixing processhwit

the upstream pipe turbulence.

In contrast, ELES with WMLES method vyields very daesults which do not depend on the advection
scheme and therefore this method is more reliablsdch type of flows. Very good agreement with the
experimental data is obtained with this methodcé&ithe turbulence mixing zone is confined by walls,
zonal or embedded LES methods can be applied withaah overhead relative to global models. Under

such conditions, the use of such models is prelerab
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